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No. NAS2-3255 is a "Study to Determine an Efficient Data Format 
and Data System for a Lightweight Deep-Space Probe. 'I 

Laboratory of Sylvania was awarded Contract No. NAS2-3255 in late 1965. Work 
began on January 1, 1966. This report covers the first phase of work performed 
under this contract. At the present time, the detailed logical design for the 
unique Multiple Pool Processor and Computer (MLTLTIPAC) is being performed. 

The Applied Research 

Pioneer probes are aimed at mapping the radiation and particle fields of 
the solar corona. 
instrument complements as mission assignments and emphasis change. 
channel capacity is restricted by extreme range and practical limitations on 
antenna gain and transmitted power. 
formats, and sophisticated processing algorithms, which the experimenters have 
the option to use or not, are required to make efficient use of the available 
telemetry channel capacity. 

The central data system design must accomodate different 
Telemetry 

Adaptive data sampling and telemetry 

The central data system requires a stored program for mission-to-mission 
flexibility, and ultra-reliability to meet mission effectiveness standards. 
Ultra-reliability is obtained through the "pooling" of logical units; the 
failure of one unit does not disable the computer. A diagnostic program exer- 
cises the "on-board" data sys tem. An "on-ground" computer program isolates 
the fault from telemetry information and reprograms the "on-board" computer 
around the fault via the command link. 

A system simulation model for the central data system of a scientific 
space probe has been designed and programmed. The goal has been to define the 
basic and ancillary services that the central computer can provide the experi- 
menters. The simulation program has forced the designers to consider all as- 
pects of the system in minute detail. 
the simulation consists of a triaxial magnetometer, cosmic ray telescope, 
neutron detector, radio propagation experiment, plasma probe, micrometeorite 
detector, and a VLF experiment, which measures the temporal correlation of 
the very low frequency electric and magnetic fields. 
are simulated and processed by the simulation program. 

The instrument complement assumed for 

Engineering data inputs 
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ABSTRACT - continued 

The data  sampling requirements and operat ional  modes of the experiment 

a r e  known precisely.  The in t e r f ace  between the  c e n t r a l  computer and the ex- 

periments i s  influenced by instrument design and postulated s o l a r  phenomena. 

Simulation model ground commands specify the instrument operating modes, exe- 

cut ion of spec i f i c  processing algorithms, p r i o r i t y  telemetry subcom, telemetry 

r a t e s  and formats, and parameter values t h a t  exercise  the simulation model. 

The opt ional  processing subroutines include quant i les ,  histograms, spec t r a l  

ana lys i s ,  d i g i t a l  f i l t e r i n g ,  mean and variance,  and zero order predict ion.  

E f f i c i en t  telemetry formats a r e  provided i n  the simulation model. One 

engineering, two  f ixed science,  and two va r i ab le  science formats a r e  ava i lab le .  

The var iab le  science formats adapt automatically t o  experiment f a i l u r e  or  shut- 

down so  a s  t o  maintain e f f i c i e n t  use of the ava i lab le  telemetry channel capac- 

i t y .  The e f f ic iency  of the simulation model formats compares favorably with 

the formats of s c i e n t i f i c  probes t h a t  a r e  cur ren t ly  operat ional .  

An analysis  and evaluation of the simulation runs provide keen in s igh t  

i n t o  the computer requirements f o r  s torage,  machine work s i ze ,  i n s t ruc t ion  

word format, i n s t ruc t ion  l i s t ,  memory cycle t i m e ,  a r i thmet ic  operations,  exe- 

cute  t i m e ,  data  l i n e  servicing,  input-output,  p r i o r i t y  in t e r rup t ,  indexing, 

and masking. The ana lys i s  spec i f i e s  the frequency with which pa r t i cu la r  i n -  

s t ruc t ions  a r e  executed. 

The de ta i l ed  requirements obtained by ca re fu l  consideration of the over- 

a l l  system requirements and evaluation of the simulation model r e s u l t s  a r e  be- 

ing incorporated in to  the l o g i c a l  design of the c e n t r a l  computer. Ultra-re-  

l i a b i l i t y  through the "pooling" of l og ica l  u n i t s  i s  a design goal.  The cen- 

t r a l  computer spec i f ied  i n  the preliminary design compares favorably i n  terms 

of weight, power, r e l i a b i l i t y ,  and f l e x i b i l i t y  t o  cur ren t  operational systems. 

i v  
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SECTION 1 

INTRODUCTION AND SUMMARY 

7 
1 

1 
"3. 

S c i e n t i f i c  s o l a r  probes (such as Pioneer) are aimed a t  mapping the rad ia-  

The Central  Data System (CDS) t i on  and p a r t i c l e  f i e l d s  of the s o l a r  corona. 

design must accommodate d i f f e r e n t  instrument complements as mission assignments 

and emphasis change. Telemetry channel capaci ty  i s  r e s t r i c t e d  by extreme range 

and p r a c t i c a l  l imi ta t ions  on antenna gain and t ransmi t te r  power. Adaptive data  

sampling and telemetry formats, and sophis t ica ted  processing algorithms, which 

the experimenters have the opt ion t o  use o r  not, are required t o  make e f f i c i e n t  

use of the ava i l ab le  telemetry channel capaci ty .  

The CDS requires  a s tored  program computer f o r  mission-to-mission f lex-  

i b i l i t y  and u l t r a - r e l i a b i l i t y  t o  m e e t  mission effect iveness  standards. Ultra- 

r e l i a b i l i t y  i s  obtained through the "pooling" of l og ica l  u n i t s  i n  such a way 

t h a t  the f a i l u r e  of one u n i t  does not  disable  the computer. A diagnostic pro- 

gram exercises  the on-board data  system. 

lates the f a u l t  from telemetry information and reprograms the  on-board computer 

around the f a u l t  via the command l ink.  

An on-ground computer program iso-  

1.1 PROBLEM STATEMENT 

The general  problem considered i s  t h a t  of designing a CDS f o r  use on- 

board fu tu re  unmanned s o l a r  probe vehicles .  The purpose of such probes i s  t o  

measure and map various physical phenomena occurring between the ea r th  and the 

sun, pa r t i cu la r ly  i n  the v i c i n i t y  of the la t ter .  In  the  following discussion 

the data handling problem i s  defined i n  terms of the object ives ,  requirements, 

and cons t ra in ts  which an on-board CDS must m e e t .  

1.1.1 Mission Objectives and Requirements 

The primary purpose of a s o l a r  probe vehic le  i s  t o  ca r ry  sensing devices 

through the region of space near the sun, i n  order t h a t  i n  s i t u  measurements 

of such physical phenomena as s o l a r  plasma, cosmic rays,  neutrons, micrometeo- 

rites, and e l e c t r i c  and magnetic f i e l d s  may be made. The s c i e n t i f i c  data  thus 

gathered must be telemetered t o  the earth i n  a form which permits t h e i r  
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i n t e r p r e t a t i o n  and co r re l a t ion .  

up the space vehic le  must be monitored and information on t h e i r  s ta tus  tele- 

metered t o  e a r t h  f o r  use i n  checking spacecraf t  operation. 

conditions vary widely during the course of a mission, provision must a l s o  be 

made f o r  a l t e r i n g  on-board operations by means of commands transmitted from 

the ear th .  

The functioning of the  subsys t e m s  which make 

Since environmental 

A l l  of these mission-related objec t ives  and requirements have implica- 

t ions  f o r  the on-board data  handling system. These are examined i n  some de- 

t a i l  i n  the following sec t ions .  

1 . 1 . 2  Data Input Requirements 

The on-board data handling system must accept input  data from three 

d i f f e r e n t  c l a s ses  of sources: 

1) S c i e n t i f i c  measurements from instruments. 

2) Engineering s t a t u s  data  from subsystems. 

3) Commands from the ear th .  

The way i n  which t h i s  data i s  made ava i l ab le  t o  the CDS depends on the partic- 

u l a r  source. Input information may be presented i n  the form of analog vo l t -  

ages, se r ia l  or  parallel  d i g i t a l  words, s ing le  b i t s ,  and pulse t r a i n s .  In the 

lat ter case, the information i s  contained i n  the number of pulses per  u n i t  

t i m e ,  the amplitude of the pulses, o r  both. The input  i n t e r f ace  equipment 

must, therefore ,  be capable of accepting d a t a  i n  a l l  of these forms. Further- 

more, s ince a l l  data  sources must be sampled per iodica l ly ,  the CDS must con- 

t r o l  the in t e r f ace  equipment t o  s e l e c t  both a n  input source and the time of 

i t s  sampling. 

The data input  requirements which the CDS of fu tu re  so l a r  probes w i l l  

have t o  s a t i s f y  cannot be prec ise ly  defined. I n  the b e l i e f ,  however, t h a t  

these requirements w i l l  not d i f f e r  r a d i c a l l y  from those of the cur ren t  Pioneer 

V I  spacecraf t ,  the data input  requirements of t h i s  vehic le  have been used t o  

develop a model fo r  use i n  t h i s  study. The model i s  discussed b r i e f l y  below. 
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S c i e n t i f i c  Instrument Inputs 

The complement of s c i e n t i f i c  instruments assumed f o r  our model cons i s t s  

of the following: 

Micrometeorite De tec tor--Measures veloc i ty,  momen tum, energy, 
and rad ian t  of  each impacting micrometeorite. 

Neutron Detec tor--Measures f l u x  and energy d i s t r i b u t i o n  of 
inc ident  neutrons. 

Cosmic Ray Detector--Measures f l u x  and energy d i s t r i b u t i o n  of 
cosmic rays as a funct ion of angular d i r ec t ion  from the sun- 
l i n e  reference direct ion.  

P lasma Probe--Measures f l u x  and energy d i s t r i b u t i o n  of posi- 
t i v e l y  and negat ively charged plasma p a r t i c l e s  as  a function 
of t h e i r  d i r ec t ion  of a r r i v a l .  

Magnetometer--Measures magnetic f i e l d  components i n  three 
orthogonal d i rec t ions  . 
Radio Propagation Experiment--Measures average e lec t ron  densi ty  
and electron-induced changes i n  polar iza t ion  over the ear th-  
spacecraf t  path. 

VLF Experiment--Measures e l e c t r i c  and magnetic f i e l d s  and t h e i r  
cor re la t ions  a t  VLF. 

The data output c h a r a c t e r i s t i c s  of these instruments are s u f f i c i e n t l y  

w e l l  defined t o  permit the de ta i led  spec i f i ca t ion  of the in t e r f ace  and serv ic-  

ing requirements which the CDS must s a t i s f y  i n  order t o  input  the s c i e n t i f i c  

data.  This i n t e r f ace  i s  shown i n  s impl i f ied  form i n  Figure 2-2. 

Engineering Sensor Inputs 

Information concerning the status and operat ion of the various space- 

c r a f t  subsystems i s  obtained by sensing temperatures, vol tages ,  cur ren ts ,  and 

switch posi t ions.  

metering t o  e a r t h  and f o r  use i n  the con t ro l  of spacecraf t  functions.  

These data are entered i n t o  the CDS f o r  subsequent tele- 

The number of engineering data  l i n e s  assumed i n  the model i s  64, of 

which two-thirds ca r ry  analog information with from four- t o  s i x - b i t  precision 

and one- t h i r d  ca r ry  b i - l eve l  switch pos i t ion  information. 
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A s p e c i a l  purpose device which should be mentioned i n  the present  con- 

t e x t  i s  the sun sensor. I ts  purpose i s  t o  e s t a b l i s h  an o r i en ta t ion  reference 
f o r  the spinning vehicle ,  which can be used t o  con t ro l  the t i m e  a t  which sci-  

e n t i f i c  measurements are made. 

Ground Command Inputs 

Spacecraft  operations must be changed from time-to-time during a m i s -  

These changes are e f f ec t ed  by t ransmit t ing coded commands from the s ion.  
ear th .  Such commands are entered a f t e r  demodulation i n t o  the  CDS. This i n -  

pu t t ing  funct ion must be performed without delay whenever a ground command i s  

rec e ive  d . 

1.1.3 Data Output Requirements 

Two c l a s ses  of d a t a  must be outputted by the CDS: Telemetry data fo r  

immediate or delayed transmission t o  e a r t h  and command data  f o r  the cont ro l  of 

other on-board subsystems. Expected telemetry data rates are from 8 t o  2048 
b i t s / s ec .  The types of output commands an t i c ipa t ed  include addressing and 

timing s igna ls  t o  the input  and output mult iplexers ,  commands t o  turn equip- 

ment on or  off  and commands t o  s e l e c t  d i f f e r e n t  operat ing modes f o r  the scien- 

t i f i c  instruments and support subsystems. 

1.1.4 Central  Data System Requirements 

The CDS i s  required t o  perform a number 

these have been grouped i n t o  three ca tegor ies .  

Data Processing 

of functions.  In  the discussion 

The CDS must be capable of performing data  processing operations aimed 

a t  reducing redundancy or  converting r a w  d a t a  i n t o  a more use fu l  form. 

amples of such operations are f i l t e r i n g ,  compensation f o r  spacecraf t  spin,  

s e l ec t ion  of maxima and minima from sets of samples, and the  computation of 

s p e c t r a l  and s t a t i s t i c a l  cha rac t e r i s t i c s .  

Ex- 
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Data Formatting and Iden t i f i ca t ion  

Data samples which are t o  be telemetered t o  e a r t h  must be arranged i n  

a known order or  format p r io r  t o  transmission. Additional information con- 

cerning the time a t  which samples w e r e  taken and the  range and o r i en ta t ion  of 

the instruments must be included f o r  use i n  ident i fy ing  and in t e rp re t ing  the 

telemetry data.  Such formatting operations must be f l e x i b l e  enough t o  adapt 

t o  changing environmental and mission requirements. 

Timing and Control 

The CDS must accept,  i n t e r p r e t ,  and execute ground commands. It must 

sample s c i e n t i f i c  and engineering d a t a  l ines and output telemetry data and 

cont ro l  s igna ls  i n  accordance with an appropriate  timing sequence. A p r i o r i t y  

in t e r rup t  capab i l i t y  i s  a l s o  required i n  the handling of ground commands and -1 

1 other  high p r i o r i t y  events.  

i 
1 . 1 . 5  Design Ob-jectives and Constraints  

1 
i 
i i 

The CDS must s a t i s f y  a l l  of the general  requirements ou t l ined  above. 

Since the CDS i s  t o  be c a r r i e d  on a r e l a t i v e l y  s m a l l  spacecraf t ,  i t  should be 

r ea l i zab le  with s u f f i c i e n t l y  low s i ze ,  weight, and power consumption t o  be 

prac t ica l .  It i s  a l s o  desired t h a t  the operat ion of the CDS be f l e x i b l e  enough 

t h a t  i t  may be r ead i ly  modified t o  accommodate changes i n  spec i f i c  requirements 

during the course of a pa r t i cu la r  mission and from mission-to-mission. 

operat ional  f l e x i b i l i t y  has the p o t e n t i a l  not  only f o r  improved d a t a  handling 

e f f i c i ency  during a mission but  a l s o  fo r  s a t i s f y i n g  wi th  a s ingle ,  general-  

purpose design the data  handling requirements of widely d i f f e r ing  missions. 

Such 

An add i t iona l  design cons t r a in t  i s  t h a t  the CDS be highly r e l i a b l e .  

Because of the c e n t r a l  r o l e  i t  plays i n  a l l  on-board operations,  any malfunc- 

t i on  of the CDS could render the spacecraft useless .  For t h i s  reason the CDS 

design should not only be as r e l i a b l e  as i t  i s  possible  t o  make it, but a l s o  

should be configured i n  such a way t h a t  component and subsystem f a i l u r e s  re- 

s u l t  i n  graceful  degradation of i t s  operation r a t h e r  than complete system 

outage. 

1- 5 



1 . 2  APPROACH 

In  view of the CDS requirements ou t l ined  i n  the  above problem statement, 

p a r t i c u l a r l y  those r e l a t i n g  t o  operat ional  f l e x i b i l i t y ,  i t  w a s  f e l t  t h a t  the 

bes t  approach t o  the CDS design problem would be t o  use a stored-program d ig i -  

t a l  computer. 

ments i n  d i g i t a l  computer hardware indicated t h a t  i t  w a s  qu i t e  probable t h a t  

a l l  of the CDS design requirements could be m e t  by such a device. 

A preliminary inves t iga t ion  of cur ren t  and foreseeable develop- 

On the bas i s  of t h i s  b e l i e f ,  the  CDS design study w a s  s p l i t  i n t o  two main 

tasks;  the one concerned with hardware and the other  concerned with software. 

These two areas were inves t iga ted  i n  parallel and the  r e s u l t s  combined t o  ob- 

t a i n  the f i n a l  CDS design. 

The a i m  of the hardware study w a s  t o  develop a log ica l  organization f o r  

a stored-program computer which would be capable of performing the necessary 

operations and would possess the r e q u i s i t e  r e l i a b i l i t y  and c lose ly  cont ro l led  

f a i l u r e  character  i s  t i c  s . 
The approach taken i n  the  software study was t o  work out i n  complete de- 

t a i l  a computer simulation program f o r  a l l  CDS operations required f o r  the 

chosen sys tem model and mission. The purpose i n  doing t h i s  w a s  twofold: 

F i r s t ,  i t  required the c a r e f u l  examination of a CDS operations which would 

be e s s e n t i a l  or highly des i rab le  i n  an a c t u a l  system, and second, i t  enabled 

one, by running and analyzing the simulation program, t o  e s t a b l i s h  the CDS 

s torage capacity,  speed, and in s t ruc t ion  r e p e r t o i r e  needed t o  s a t i s f y  typ ica l  

mission requirements. 

This method f o r  designing a spacecraf t  CDS has proved t o  be qu i t e  e f fec-  

t i v e .  The r e s u l t s  of the study are presented i n  the following sect ions.  

1 . 2 . 1  Central  Data Sys tem--Hardware 

Use has been made of a unique conceptual design f o r  a general  purpose 

A. general  purpose computer approach, which gives enormous programmable CDS. 

f l e x i b i l i t y ,  i s  combined with a pooling technique t o  allow surv iva l  a f t e r  a 

component f a i l u r e .  The surv iva l  i s  achieved by reprogramming around the 

f a i l e d  un i t ,  s ince  each u n i t  i s  a member of a pool of program addressable 
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i d e n t i c a l  modules. 

sen t  a la rge  port ion of the CDS. 

Each basic  module is  small enough t h a t  i t  does not repre- 

CDS Logical Design 

A computer using this pooling technique is  shown i n  Figure 1-1. Each 

of the four memories s a t i s f i e s  one-quarter of the t o t a l  memory requirement. 

The 32 r e g i s t e r s ,  some of which are the memory address and memory data  r eg i s -  

ters of the four  memories, are iden t i ca l .  In  this example, there are four 

independent but i d e n t i c a l  log ic  u n i t s  each with i t s  own se t  of input  and out- 

pu t  bus s t ruc tu res .  

A l l  the r e g i s t e r s  i n  the machine form a s ing le  r e g i s t e r  s to re .  Eight 

bus s t ruc tu res  are connected t o  the output of the r e g i s t e r s .  Each bus can 

s e l e c t  one r e g i s t e r .  

two inputs,  and two output busses t o  these same r e g i s t e r s .  Thus, there are 

e igh t  busses on the output of the  r e g i s t e r  s t o r e  and e igh t  busses feeding the 

r e g i s t e r  inputs.  

Each logic  u n i t  has two of these busses connected t o  i t s  

The logic  u n i t  w i l l  perform the operation spec i f ied  by the b i t s  i n  the 

This logic  logic  in s t ruc t ion  r e g i s t e r  (LIR)  assoc ia ted  with each logic  un i t .  

i n s t ruc t ion  r e g i s t e r  a l s o  spec i f i e s  the r e g i s t e r s  se lec ted  f o r  the two input 

busses and two output busses connected t o  t h a t  logic  u n i t .  This logic  u n i t  

can perform a l l  necessary in s t ruc t ions  and con t ro l  operations required i n  the 

computer. For example, by specifying the proper b i t s  i n  the logic  in s t ruc t ion  

r e g i s t e r ,  the logic  u n i t  can add two r e g i s t e r s  together and send the r e s u l t s  

t o  a t h i r d  and four th  r e g i s t e r .  It can also perform con t ro l  operations such 

as adding 1 t o  a program counter and sending i t  t o  a memory address r e g i s t e r  

t o  f e t ch  an ins t ruc t ion .  

The in s t ruc t ion  word w i l l  contain four f i e l d s  of four b i t s  each f o r  a 

t o t a l  i n s t ruc t ion  code of 16 b i t s .  One of the 4 - b i t  f i e l d s  spec i f i e s  one of 

16  operations.  The o ther  th ree  f i e l d s  spec i fy  the r e g i s t e r s  t o  be operated 

on and where the results are t o  be sent .  
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R e l i a b i l i t y  Considerations 

The r e l i a b i l i t y  of t h i s  design is  obtained through the use of pooling 

techniques instead of equipment dupl icat ion.  

complished through reprogramming. 

be t o  reduce the computational rate of the system. For real- t ime appl icat ions,  

one can e i t h e r  have an ex t r a  logic  unit ,  an ex t r a  r e g i s t e r ,  and an ex t r a  mem- 

ory above t h a t  needed f o r  normal functions,  or  e l s e  plan t o  eliminate the 

l e a s t  important function t o  be performed when a f a i l u r e  occurs. 

Recovery a f t e r  a f a i l u r e  i s  ac- 

The maximum e f f o r t  of such a f a i l u r e  w i l l  

The CDS must contain provisions t o  test f o r  e r r o r s ,  t o  diagnose and 

loca te  the f a u l t y  module, t o  r o l l  back t o  a minimum configurat ion while r epa i r  

i s  being performed, and to  repair the  CDS. 

Repair i s  accomplished through replacement of the f a u l t y  module with a 

good module by reprogramming a l l  programs t h a t  r e f e r  t o  the f a u l t y  module. 

When the programs a r e  f i r s t  wr i t ten ,  a l l  references t o  memory and t o  hardware 

needed w i l l  be done symbolically. 

to  the symbolic addresses. A t  the same time, i t  w i l l  produce tables  of these 

symbolic absolute  equivalences, and what ins t ruc t ions  use what addresses. 

An assembler w i l l  ass ign absolute addresses 

This information w i l l  be kept i n  a computer on the ground; and, i n  the event 

of f a i l u r e ,  these tab les  w i l l  be searched t o  f i n d  a l l  references t o  the f a u l t y  

un i t .  A t  t h i s  point,  upl ink commands w i l l  be made t o  change a l l  required ad- 

dresses.  I f  a tape recorder i s  on-board with s u f f i c i e n t  capacity,  then some 

of these tab les  can be kept on the spacecraf t .  In  t h i s  case,  fewer commands 

w i l l  be needed t o  make these reference changes. 

The most c r i t i c a l  information path i n  the CDS i s  the command l ink .  I f  

t h i s  l i nk  i s  broken, one cannot change modes o r  " repa i r"  the CDS by reprogram- 

ming. 

1 .2 .2  Central  Data System--Software 

The CDS software or  program requirements a r e  discussed b r i e f l y  i n  the 

the following paragraphs which a r e  concerned i n  turn with the functions of 

processing, i d e n t i f i c a t i o n  and formatting, and timing and control .  
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Data Processing 

The e s s e n t i a l  purpose of any d a t a  processing technique i s  t o  convert 

raw data samples i n t o  a form i n  which they are more use fu l  and/or less redun- 

dant than i n  t h e i r  unconverted form. 

have been examined i n  connection with t h i s  study. 

samples t o  reduce frequency a l i a s ing ,  compensation t o  remove modulation caused 

by spacecraf t  spinning, ex t r ac t ion  of maximum and minimum values from s e t s  of 

data,  the formation of histograms and the computation of t h e i r  quant i les ,  and 

the estimation of the power spectrum of a f in i t e - l eng th  t i m e  function. 

A number of d a t a  processing techniques 

These include f i l t e r i n g  of 

While all of these processing techniques (and others  a s  w e l l )  may be 

included i n  the CDS program, the decision t o  process the r a w  data from a par- 

t i c u l a r  s c i e n t i f i c  instrument p r i o r  t o  transmission must be made by the in-  

strument designer or experimenter. consequently, t h i s  study has s imply  demon- 

s t r a t ed  the f e a s i b i l i t y  of including various processing algorithms i n  the CDS 

program. 

Certain data processing functions se lec ted  a s  cons t i t u t ing  a represen- 

t a t i v e  and typ ica l  set have been incorporated in to  the CDS simulation program. 

These cons i s t  of the following: 

1- 10 

Removal of spin modulation from the magnetometer data. 

Extraction of maximum and minimum values from the radio 
propagation polar iza t ion  data taken over one spacecraf t  
ro t a t ion .  These two values a r e  s u f f i c i e n t  t o  define the 
shape of the polar iza t ion  e l l i p s e .  

Variable bandwidth low-pass d i g i t a l  f i l t e r i n g  of severa l  
instrument outputs.  
functions of the cur ren t  sampling r a t e s .  

The f i l t e r  cutoff  frequencies a r e  

Computation of s i x  quant i les  from 1000 samples of the 
cosmic ray counter. 

Computation of the mean and variance of neutron energy 
l e v e l  from a sample of 1000 neutron events. 

Spec t ra l  ana lys i s  of the output of the magnetic f i e l d  
sensor i n  the VLF experiment. 
nents a r e  computed based on a 1000-sample record. 

Ten weighted s p e c t r a l  compo- 



Data I d e n t i f i c a t i o n  and Formatting 

Before data  gathered from the various on-board sources can be tele- 

me te red  t o  e a r t h  or  s tored  f o r  la ter  transmission, they must be arranged i n  

an i d e n t i f i a b l e  pa t te rn  and tagged w i t h  such add i t iona l  information as may be 

required f o r  t h e i r  subsequent i n t e rp re t a t ion .  The following important con- 

s idera t ions  must be taken i n t o  account i n  developing s u i t a b l e  data formats. 

3) 

One 

For any given on-board t ransmit t ing equipment and ground- 
based receiving equipment the b i t  r a t e  which the telemetry- 
l i n k  w i l l  support with acceptable e r r o r  rates i s  s t rongly 
dependent on range. 
can vary from 0 t o  2 AU, the  telemetry-link b i t  rate should 
be var iab le  as a funct ion of range so t h a t  the ava i lab le  chan- 
n e l  capaci ty  may be used e f f i c i e n t l y .  For the purpose of t h i s  
study telemetry rates of 8, 16,  32, 64, 128, 256, 512, and 1024 
b i t s  /see have been assumed. 

Since the range of a s o l a r  probe vehicle  

The rate a t  which data a r e  gathered by the CDS must be con- 
t r o l l e d  i n  some way t o  match the output telemetry rate i n  use 
a t  any given t i m e .  Various techniques may be used to  accom- 
p l i s h  t h i s .  I n  addi t ion  t o  t h e  d a t a  compression methods d i s -  
cussed i n  the sec t ion  on data processing, t he  rates a t  which 
instruments are sampled can be adjusted i n  proportion t o  
changes i n  ava i l ab le  telemetry rate. 

Provision should be made f o r  the  e f f i c i e n t  handling of the 
s i t u a t i o n  i n  which one o r  more of the s c i e n t i f i c  instruments 
i s  turned o f f ,  e i t h e r  because of some malfunction or  because 
i t s  output i s  not  expected t o  be of i n t e r e s t  a t  a pa r t i cu la r  
t i m e  i n  a mission. 

approach t o  the formatting problem i s  t o  set  up a f ixed  cyc l ic  se- 

quence of data  words i n  which a l l  of the desired information appears. 

sequence contains n b i t s  and the ava i lab le  telemetry ra te  i s  r b i t s / sec ,  then 

the CDS input and output rates can be matched provided that instrument sampling 

rates can be chosen t o  br ing i n  n b i t s  every n / r  seconds. 

has two important advantages. 

(frame sync b i t s )  need be t ransmit ted t o  mark the s tar t  of the known sequence. 

Once these are found i n  the received b i t  stream, the source of other  b i t s  may 

be infer red  from t h e i r  locat ion i n  the b i t  stream relative t o  the frame sync 

marker. 

by making s u i t a b l e  adjustments i n  the input  sampling rates. 

vantage of such f ixed  formatting i s  tha t ,  when instruments are turned o f f ,  

I f  t h i s  

Such a f ixed  format 

F i r s t  only a r e l a t i v e l y  small number of b i t s  

Second the same sequence can be used a t  d i f f e r e n t  b i t  rates simply 
The chief  disad- 
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meaningless b i t s  must be in se r t ed  i n t o  the telemetry stream i n  place of those 

which would normally come from the inoperat ive instruments i n  order t o  pre- 

serve the  f ixed  sequent ia l  telemetry pattern. 

Another approach is  t o  generate a va r i ab le  format i n  which data  are 
arranged i n  source assoc ia ted  blocks which contain r e l a t i v e l y  s m a l l  numbers 

of b i t s  i n  a f ixed  order. 

mi t t i ng  these blocks i n  a va r i ab le  sequence, provided only t h a t  each block 

c a r r i e s  i t s  own i d e n t i f i c a t i o n  b i t s  and t h a t  these block I D  b i t s  can be d is -  

t inguished i n  some way from ordinary data  b i t s .  

scheme has the advantage t h a t  blocks assoc ia ted  with inoperat ive sources can 

be dropped from the  telemetry sequence and the  sampling rates f o r  the operating 

instruments adjusted t o  maintain input-output r a t e  matching. This technique 

el iminates  the inef f ic iency  involved i n  t ransmi t t ing  meaningless b i t s ,  an ad- 

vantage which can more than o f f s e t  the  disadvantage of including block I D  b i t s .  

The o v e r a l l  format may then be generated by trans- 

Such a var iab le  formatting 

I n  e i t h e r  case, the telemetry format must include not only the source 

d a t a  and frame sync or  block I D  b i t s ,  but a l s o  any add i t iona l  information 

needed t o  i n t e r p r e t  the source data  and monitor spacecraf t  operations.  This 

includes such things as cur ren t  instrument ranges, s e n s i t i v i t i e s  and s p a t i a l  

o r ien ta t ions ,  c e r t a i n  engineering data  ind ica t ing  system s t a t u s ,  and timing 

data .  

In the present design study both of these formatting schemes have been 

included i n  the  CDS program i n  order t o  have ava i l ab le  e f f i c i e n t  formats f o r  

a l l  operating conditions.  Five d i f f e r e n t  formats, have been developed. These 

are : 

1) Fixed Engineering (FE) - This format contains  only engineering 
data.  
f ixed.  

Fixed Low B i t  R a t e  Science (FLBR) - This format contains 
primarily science data,  but  some engineering and s t a t u s  data  
i s  a l s o  included. The arrangement of words within a f r a m e  
i s  f ixed . ’  This format has been t a i l o r e d  to  handle science 
data  when the downlink telemetry rate i s  64 b i t s / s e c  or less. 

The arrangement of engineering words within a frame i s  

2) 

3) Fixed High B i t  Rate Science (FHBR) - This format has e s sen t i -  
a l l y  the same c h a r a c t e r i s t i c s  as the FLBR format, with the ex- 
cept ion t h a t  i t  has been designed t o  work a t  telemetry rates 
of 128 b i t s / s e c  or  more. 
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Variable Low B i t  Rate Science (VLBR) - This format i s  designed 
f o r  use when one or  more of the s c i e n t i f i c  instruments i s  turned 
o f f  by ground command. Under such conditions the sampling rates 
f o r  the functioning instruments are automatically increased and 
the  telemetry format a l t e r e d  t o  maintain near ly  complete u t i l i -  
za t ion  of the ava i l ab le  downlink telemetry rate.  This par t icu-  
lar  format i s  designed f o r  use a t  telemetry rates of 64 bi t s / sec  
o r  less. 

Variable High B i t  R a t e  Science (VHBR) - This format has features 
s i m i l a r  t o  those of the VLBR format, but  i s  intended f o r  use a t  
b i t  rates of 128 b i t s / s ec  o r  more. 

A de ta i l ed  descr ipt ion of these formats and a discussion of t h e i r  u t i l -  

i t y  i s  given i n  the following paragraphs. 

Fixed Engineering Format: 

128-bit l i nes  i s  shown i n  Figure 1-2. Each l i n e  begins with an 11-bit  l i n e  

sync code, followed by an 18-bi t  status word. Six d i f f e ren t  such words appear 

i n  each frame. These words contain cur ren t  information on time, spacecraf t  

ro t a t ions ,  commanded telemetry rate and format, instrument on-off commands, 

command l i n k  b i t  rate,  s torage mode Commands, and data processing commands. 

The remaining 99 b i t s  i n  each l i n e  are used t o  telemeter out the e n t i r e  con- 

t e n t s  of the engineering l i s t  which provides information on the s t a t u s  of a l l  

on-board systems. One pa r i ty  b i t  f o r  each e igh t  data b i t s  i s  generated and 

added t o  t h i s  sec t ion  of the format. Two complete readings of the engineering 

l i s t  are included i n  each s ix - l ine  frame. 

Fixed Science Formats: 

clude a maximum amount of u se fu l  data b i t s  and a minimum amount of i den t i f i ca -  

t i on  b i t s .  Most of the data  i n  these formats has one pa r i ty  b i t  added f o r  

each e igh t  data b i t s .  Engineering and s t a t u s  data are included as subcom 

along with the science data  i n  each frame. 

One complete frame of t h i s  format cons is t ing  of 

The f ixed  science formats have been designed t o  in -  

The f ixed  low b i t  rate format i s  shown i n  Figure 1-3. It cons is t s  of 

a sequence of 18 128-bit l ines .  Each l i n e  starts w i t h  an 11-bit  sync code. 

I n  every o ther  l i n e  the sync code i s  followed by a 13-bit  engineering subcom 

word. The f i r s t  7 b i t s  of each engineering word form a unique subcom iden t i -  

f i c a t i o n  (SID) code indicat ing the source of the las t  6 b i t s  which are the 

engineering data.  The SID i s  necessary because, while the engineering data 
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l i s t  i s  scanned cyc l i ca l ly ,  only those 

s i g n i f i c a n t l y  s ince  the las t  time they 

i n t o  the telemetry stream. Since many 

engineering words t h a t  have changed 

w e r e  transmitted are picked up and p u t  

engineering measurements change very 

slowly or  not a t  a l l ,  t h i s  technique r e s u l t s  i n  a ne t  compression of the engi- 

neering data. The balance of each l i ne  i s  used t o  telemeter out  the var ious 

instrument-associated da ta  blocks i n  a f ixed  sequence. 

of the contents of these data  blocks see Figure 1-4. One pa r i ty  b i t  i s  added 

f o r  each e igh t  data  block b i t s ,  except i n  the eighteenth l i ne .  Here the last  
f i v e  b i t s  of the FPA data  block, the FBR subcom block, and the end-of-frame 

code a r e  transmitted without par i ty .  

commutation of the s i x  FBR status blocks, the  complete cyc le  requir ing s i x  

successive frames. 

For a de t a i l ed  p ic ture  

The FBR subcom block contains a cyc l i c  

The f ixed high b i t  r a t e  format i s  arranged i n  a similar fashion but 

with some differences i n  d e t a i l .  The engineering subcom words appear every 

t h i r d  l i ne ,  the e n t i r e  frame i s  24 l i n e s  long, the sequence of data blocks i s  
modified, and two FBR subcom blocks ins tead  of one appear i n  the last  l i n e  of 

the frame. A t  a b i t  r a t e  of 512 b i t s / s ec  the FHBR format can handle a l l  in-  

strument d a t a  taken a t  the maximum sampling rates, i t  w i l l  provide a complete 

cycle  of FBR s t a t u s  data every 18 seconds, and i t  w i l l  scan a l l  64 e n t r i e s  i n  

the engineering l i s t  a t  least  once every 48 seconds. 

Variable Science Formats: The va r i ab le  science formats have been devised so 

t h a t  the CDS program can automatically modify the instrument sampling rates 

and the telemetry format t o  maintain e f f i c i e n t  use of the downlink channel 

capaci ty  i n  the event t h a t  one o r  more instruments i s  turned of f .  A s  with the 

f ixed  science formats, d a t a  are assembled as sampled i n t o  ins  trument-associated 

blocks. The telemetry stream i s  then generated by output t ing these blocks i n  

a cyc l i c  sequence, The data  blocks f o r  use with the  var iab le  science formats 

d i f f e r  from those used w i t h  f ixed  formats pr imari ly  i n  that a 5-bi t  block 

i d e n t i f i c a t i o n  ( B I D )  code i s  inser ted  a t  the beginning of each block. 

The va r i ab le  low b i t  rate (VLBR) format is  shown i n  Figure 1-5. Each 

l i n e  s tar ts  with the usual  11-bi t  l i n e  sync code followed by 7 b i t s  of l i n e  

d e f i n i t i o n  (LD) . The LD i s  a binary number i n  the range 0 t o  110 (decimal) 
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ind ica t ing  a t  which of the following 110 b i t s  i n  the l i n e  the f i r s t  B I D  occurs. 

An LD of zero s i g n i f i e s  t h a t  no new blocks s ta r t  i n  that l i n e .  The presence 

of the LD p e r m i t s  format disassembly on a l ine-by-l ine bas i s ,  s ince  once a B I D  

i s  located i n  a l i n e ,  foreknowledge of the length of that pa r t i cu la r  block and 

i t s  i n t e r n a l  arrangement can be used t o  separate  the telemetry data i n t o  in-  

te rpre tab le  groups. The use of so la rge  a f r a c t i o n  (7/128) of the  ava i lab le  

b i t  ra te  t o  r e a l i z e  t h i s  l ine-by-l ine disassembly f ea tu re  may be unnecessary. 

Improvement i n  t h i s  respec t  i s  r ead i ly  a t t a i n a b l e  by providing l i n e  de f in i t i on  

information only f o r  every nth l i n e  r a t h e r  than f o r  every l i n e  of the format. 

The s c i e n t i f i c ,  engineering, and s t a t u s  data  are assembled i n t o  each 

l i n e  following the l i n e  sync and de f in i t i on  b i t s .  The grea te r  p a r t  of t h i s  

data i s  assembled by scanning the sequence l i s t  ( s ee  Figure 1-5), which de- 

termines the order i n  which s c i e n t i f i c  data blocks are t o  be picked up. If 

c e r t a i n  instruments are o f f ,  then the corresponding e n t r i e s  i n  the sequence 

l i s t  are automatically skipped over i n  the scanning process, and the sampling 

rates on those instruments t h a t  remain on are increased t o  maintain an ove ra l l  

match between data gathering and downlink telemetry rates. 

added t o  each e igh t  science data b i t s .  

One pa r i ty  b i t  i s  

In  addi t ion to  the main sequence of s c i e n t i f i c  data blocks, other  types 

of d a t a  blocks are inser ted  i n t o  the telemetry stream. One such i s  the subcom 

block (S) . These appear a f t e r  the LD i n  every f i f t h  l i n e  of the VLBR format 

t o  assure  t h a t  subcom data are transmitted a t  least  this often.  Each subcom 

block cons is t s  of 5 B I D  b i t s  t o  iden t i fy  the block, 7 subcom iden t i f i ca t ion  

(SID) b i t s  t o  iden t i fy  the subcom data,  and a variable number of data b i t s .  

The data  may be p r i o r i t y  engineering o r  s t a t u s  data,  o r  i f  no p r i o r i t y  data 

i s  avai lable ,  engineering data picked up from the engineering l i s t  i n  the same 

way as f o r  the engineering blocks i n  the f ixed  science formats. Subcom blocks 

are a l s o  inser ted  i n  the b i t  stream t o  equal ize  the  CDS input  and output data 

r a t e s .  The instrument sampling rates are chosen so t h a t  the data input ra te  

i s  always s l i g h t l y  less than can be accommodated by the downlink telemetry 

ra te .  As a result  there  w i l l  be t i m e s  when the next da ta  block i n  the main 

block sequence has not been f i l l e d  with samples and i s ,  therefore,  temporarily 

unavailable. This condition i s  detected by means of a system of f lags ,  and 

1- 19 



add i t iona l  subcom blocks are assembled i n t o  the format as f i l l e r ,  u n t i l  the 

awaited science block becomes ava i lab le .  The main block sequence i s  then re- 
sumed. 

There are two add i t iona l  types of i r r e g u l a r l y  and infrequent ly  occurring 

data  blocks t h a t  are in se r t ed  i n t o  the telemetry stream. One of these i s  in-  
strument-associated subcom. These blocks contain information about the s t a t u s  

of pa r t i cu la r  instruments, which i s  essential t o  the i n t e r p r e t a t i o n  of t h a t  

instrument 's  science data. These are inse r t ed  as needed immediately before 

the  main sequence block w i t h  which they are associated.  

type contains processed data.  The las t  three  e n t r i e s  i n  the main sequence 

l i s t  f o r  the VLBR format are of t h i s  type. These are handled exact ly  l i k e  

The other such block 

o ther  main sequence blocks. However, the instrument on-off f l a g  f o r  these 

blocks i s  set  t o  ind ica te  a f i c t i t i o u s  off  condition except when processed 

data i s  ava i lab le  f o r  i n se r t ion  i n t o  the b i t  stream. 

The operation of the  va r i ab le  format assembly program i s  such tha t  i t  

i s  not possible t o  pred ic t  or  show the exact arrangement of data within the 

format under a l l  conditions.  However, the information necessary f o r  i n t e r -  

pret ing the received telemetry data  i s  present i n  the b i t  stream a t  a l l  t i m e s .  

The i l l u s t r a t i o n  given i n  Figure 1-5 i s  only intended t o  give an approximate 

p ic ture  of what the VLBR format could look l i k e  under c e r t a i n  conditions and 

t o  demonstrate t ha t  a s u f f i c i e n t  telemetry b i t  r a t e  i s  ava i lab le  t o  handle the 

required data flow. 

While the var iab le  high b i t  rate (VHBR) format uses a d i f f e ren t  main 

block sequence l i s t  and has subcom blocks regular ly  in se r t ed  i n  every t h i r d  

r a the r  than every f i f t h  l i n e ,  i t  i s  nevertheless  assembled i n  the same manner 

a s  i s  the VLBR format. Indeed the same program i s  used t o  assemble both these 

f orma ts . 

Timing and Control 

The CDS programmust t i m e  the sampling of input  data  l i n e s  a t  the de- 

s i red  r a t e s .  In  the case of d i r ec t iona l  instruments such as the plasma probe 

and cosmic ray  detector ,  not only i s  the sampling rate important but a l s o  the 

t i m e  a t  which samples are taken i n  r e l a t i o n  t o  the r o t a t i o n  of the spacecraft .  
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The flow of formatted data  t o  the telemetry t ransmi t te r  must be cont ro l led  by 

the CDS. The CDS must a l s o  exerc ise  con t ro l  over i t s  own i n t e r n a l  operations.  

It must perform c e r t a i n  operations i n  a set sequence, others  a t  pa r t i cu la r  in-  

s t a n t s  of t i m e .  It m u s t  accept in te r rupt ions  i n  rou t ine  operations t o  serv ice  

ground commands and other  r e l a t i v e l y  infrequent and i r r egu la r  events. It must 

f i t  low p r i o r i t y  operations with nonc r i t i ca l  timing requirements i n t o  the t i m e  

periods when i t  i s  not otherwise t i e d  up. 

The CDS serves as a c e n t r a l  con t ro l l e r  f o r  a l l  on-board systems. On 

the bas i s  of both s tored  programs and ground commands, i t  w i l l  turn on and 

off and change the operating mode of var ious systems. Providing the CDS with 

the capab i l i t y  t o  accept program modifications v i a  the command l i n k  makes the 

implementation of these timing and con t ro l  functions qu i t e  straightforward. 

1.2.3 Central  Data System Simulation 

The CDS software functions discussed above have been programmed f o r  a 

CDC-3200 general  purpose s c i e n t i f i c  computer. A b r i e f  descr ipt ion of t h i s  

simulation program i s  given i n  the following paragraphs. This i s  followed by 

a discussion of the simulation study results.  

1 
Simulation Program 

1 

i 
d 

The simulation performs a l l  the operations of a f l i g h t  model of the CDS 

i n  nonreal t i m e .  Input science d a t a  i s  generated by a data generation sub- 

rout ine  and s tored  on magnetic tape. When the simulation model i s  exercised, 

input science data i s  read i n t o  the CDC-3200 i n  blocks. The simulation model 

contains processing algorithms, format assembly subroutines,  p a r i t y  subroutines, 

and allows command changes from the opera tor ' s  console. 

Figure 1-6 summarizes the program executed each spacecraf t  revolution. 

A t  START the Science Data L i s t  i s  input ted t o  the computer. The Spin-Demod- 

u l a t ion  subroutine removes r o t a t i o n a l  e f f e c t s  from the magnetometer data. The 

Polar izat ion E l l i p s e  Max-Min subroutine determines the maximum and minimum 

values of the polar iza t ion  da ta  from the rad io  propagation experiment. The 

Plasma Probe Maximum and Radiant subroutine specifies the maximum flux,  and 

the associated channel and sec tor  f o r  the most recent  120 d a t a  samples. 
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Ancil lary subcom l i s t s  are updated from the Command Table. 

i s  i den t i f i ed  and moved i n t o  the P r i o r i t y  Assembly table .  Instrument commands 

a r e  executed and the format assembly tab les  are updated. Instrument-operating 

modes are examined and the  format assembly tab les  are updated when necessary. 

The ra te  a t  which the sampling format i s  t o  be executed is computed. The 

cutoff frequency f o r  the Dig i t a l  F i l t e r  subroutine is  computed. The Dig i t a l  

F i l t e r ing ,  Quantile, Mean and Variance, and Spec t ra l  Analysis algorithms are 

executed. The Sampling and Storage subroutine samples  appropriate  data  l i nes  

a t  spec i f ied  spacecraf t  revolut ions and moves d a t a  i n t o  s torage blocks. The 

format assembly tab les  a r e  then updated. The Format Assembly subroutine as- 

sembles the telemetry format. The b i t  e r r o r  rates and the signal-to-noise 

r a t i o s  are computed f o r  the  telemetry and command l inks .  The pr in tout  sub- 

rout ine  outputs measures of system performance, Command Table parameters, and 

telemetry a s  required.  The Command Table i s  updated. 

P r i o r i t y  subcom 

The rout ine  en ters  Storage Mode operat ion which i s  executed on command 

and r e s u l t s  i n  the assembly of data i n  the 512 b i t / s e c  VHBR format f o r  on- 

board s torage and la ter  transmission. It i s  executed on a duty-cycle bas i s  

once every 256, 512, 1024, or  2048 spacecraf t  ro t a t ions  i n  accordance with the 

commanded duty cycle.  

frame of Storage Mode data i s  assembled by scanning the VHBR block sequence 

l i s t  once. The a c t u a l  length of such a frame depends, of course, on which 

instruments are on. 

A t  the beginning of each Storage Mode cycle  one complete 

I f  the Storage Mode i s  not t o  be executed, the program branches t o  @ 
where the Dig i t a l  F i l t e r  subroutine i s  executed f o r  magnetometer data. The 

program branches t o  @ where normal mode commands are res tored  t o  the Command 

Table. 

Storage Mode i s  scheduled, the appropriate  Storage Mode l i s t s  and tab les  are 

updated. Instrument command and operat ional  changes are executed. Sampling 

t i m e s  are computed and s tored.  

puted; magnetometer data  are smoothed by the Dig i t a l  F i l t e r  subroutine. 

a r e  sampled and s tored  i n  s torage mode da ta  blocks. 

Assembly subroutine assembles the format and assigns par i ty .  Normal mode 

parameters are res tored  t o  the  Command Table. 

The program branches back t o  C W T ) .  I f ,  on the other  hand, the 

The d i g i t a l  f i l t e r  cutoff  frequency i s  com- 

Data 

The Storage Mode Format 

The program branches t o  @TART). 
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S ys t e m  Simulation 

The system 

Results and Conclusions 

simulation r e s u l t s  have been evaluated i n  terms of the CDS 

memory and macro-instruction execute t i m e s  which are practical  i n  view of the 

physical cons t r a in t s  on power, volume, weight, and r e l i a b i l i t y .  

The "map" of i n s t r u c t i o n  and memory locat ions and associated ana lys i s  
reveal t h a t  the CDC-3200 memory requirement f o r  i n s t ruc t ions  and constants 

can be contained i n  roughly 4000 memory locat ions.  

ploy 24-bit  words. 

a l l y  contain less than 16 data b i t s .  Thus, the CDS s torage requirement i s  ap-  

proximately 6000 words of 16 b i t s  each. 

The 2500 ins t ruc t ions  em- 

The 1500 s torage  locat ions required f o r  constants gener- 

The FORTRAN program compiled i n t o  9600 CDC-3200 ins t ruc t ions .  By clock- 
ing the execution times of spec i f i ed  program segments and then wr i t ing  an e f -  

f i c i e n t  machine code f o r  these segments, it was  found t h a t  t i m e  expansions of 

20 + 45/1, due t o  the way the FORTRAN program compiled i n t o  CDC-3200 language, 

were the r u l e  r a t h e r  than the  exception. I f  simple operat ional  and procedural 

changes are made, the e n t i r e  program can be executed i n  approximately 10 -. 20 

mill iseconds a t  512 b i t s / s e c  and 1 5  -c 40 mill iseconds a t  1024 b i t s / s ec .  

revised flow and complete CDC-3200 language program would be needed t o  r e f i n e  

the estimates. I f  the r a t i o  of CDS-CDC macro-instruction execution t i m e  i s  

10, the CDS w i l l  be occupied 100 -c 200 mill iseconds/sec with execution of the 
in s t ruc t ion  l i s t .  

A 

The input/output se rv ic ing  time requirements may add an- 

other  100 mill iseconds/sec t o  the execute time requirements a t  high b i t  rates. 

In  addi t ion,  the executive rou t ine  which assigns tasks  i n  time sequence may 

add another 100 mill iseconds/sec t o  the time required.  This i m p l i e s  t h a t  the 

CDS machine may be busy 350 -c 600 mill iseconds/sec a t  1024 b i t s / s ec .  

A machine word s i z e  of 16 b i t s  appears t o  be appropriate .  Double pre-  

c i s i o n  i s  required f o r  the processing algorithms. 

spec i f ied  by less than 16 b i t s .  

l ies  i n  power conservation. 

f i e l d  are specif ied.  

V i r tua l ly  a l l  data are 

The p r inc ipa l  advantage of a 16-bi t  word s i z e  

A four -b i t  operation code and a 12-bi t  address 

Each 16-bi t  data  word has 1 5  b i t s  f o r  data and one b i t  

f o r  sign. 

t he  t o t a l  s torage may end up i n  the  100,000- t o  200,000-bit range. 

Since there  i s  a tendency t o  underestimate s torage requirements, 
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The postulated machine in s t ruc t ions  include add, subt rac t ,  move, s h i f t  

l e f t  o r  r i g h t ,  test f o r  zero  and branch, mask, read and write; mask, move, and 

pack in s t ruc t ions  occur f requent ly  during format assembly. 

ins t ruc t ions  occur very infrequent ly  and can probably be provided by software. 

Multiply and divide 

Rough ca lcu la t ions  based on the  assumption t h a t  the CDS w i l l  r equi re  

approximately 1500 logic  gates  and 100,000 b i t s  of memory y i e ld  the following 

r e s u l t s .  The CDS would have approximately the s a m e  weight and s i z e  as the  

present Pioneer d a t a  system (weight = 20 pounds, volume = 1 /2  f t .  ) . 
requi re  2 t o  4 t i m e s  as much power (10 -. 20 w a t t s ) .  

metry r a t e  of 8 -c 2048 b i t s  p e r  second. 

functions of the cur ren t  Pioneer d a t a  system, i t  would provide data processing 

and var iab le  formatting c a p a b i l i t i e s .  

3 

It would support a tele- 

In  addi t ion  t o  performing a l l  of the 

It would 

To have been ab le  t o  give e x p l i c i t  answers which would have made the 

CDS design s e e m  comfortably obtainable  would have required t h a t  the simulation 

be t a i lo red  t o  a postulated CDS design. The most s i g n i f i c a n t  answer we  can 

o f fe r  f o r  the CDS design is  that the designer m u s t  squeeze every b i t  of per- 

formance out of the system within the r e s t r a i n t s .  The present system simula- 

t i on  holds t o  a reasonable degree f o r  a spec i f i c  species  of experiments. The 

CDS must accommodate a w i d e r  breed of experiments than those postulated f o r  

the simulation model. 

1.3 CONCLUSIONS 

The r e s u l t s  of the study reported here indica te  that a s tored  program 

d i g i t a l  computer can be used t o  advantage as a CDS on-board unmanned s o l a r  

probe spacecraf t .  High r e l i a b i l i t y  performance i s  obtained by means of a 

novel l og ica l  design which uses pooled components and programmed interconnec- 

t ions. 

It has been demonstrated that a s tored  program CDS can provide more data 

processing and formatting capab i l i t y  than the present Pioneer data  system 

without exceeding reasonable s i ze ,  weight, and power spec i f ica t ions .  Further- 

more, such a CDS makes possible  e f f i c i e n t  use of the telemetry channel capaci ty  

under a l l  operating conditions.  
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Because t h i s  CDS has a s to red  program, i t  could r ead i ly  be used without 

hardware modification t o  m e e t  the  data  handling requirements of a wide v a r i e t y  

of s c i e n t i f i c  missions. Clear ly  such in te rchangeabi l i ty  of hardware w i l l  be- 

come more and more important economically as e f f o r t s  aimed a t  the explorat ion 

of space increase i n  frequency and scope. 
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SECTION 2 

CENTRAL DATA SYSTEM INTERFACE CONSIDERATIONS 

The CDS should be capable of counting, analog-to-digital conversion, 
storage, instrument mode selection, and pulse height analy,sis to interface 
flexibly with the scientific instruments. 
formed within certain scientific instruments. 

These functions are currently per- 

The experiments are described in Research Report No. 2, NASA Contract 
NO. NAS2-3254, 29 August 1966. 

The overall system block diagram is shown in Figure 2-1. The CDS inter- 
faces with the telemetry subsystem, the scientific instruments, and the space- 
craft operations and control subsystem. The latter contains auxiliary stor- 
age, engineering sensors, sun sensor, as well as power, guidance, and RF 
subsystems. 

Some functions currently implemented within each scientific instrument 
may be performed by the CDS. The interface definition involves trade-offs 
between instrument and CDS design. The functional boxes within the instru- 
ments or subsystems that can be integrated into the CDS are indicated by seg- 
mented lines in Figure 2-1. 

Figure 2-2 promulgates the interface between the experiments, spacecraft 
support equipment, and the CDS. The experiments employ 56 data lines and 10 
command lines. The data lines are either analog or digital. There are 75 
data lines for the engineering sensors and 80 command lines. 

The basic CDS design philosophy is to provide maximum practical service 
to the experimenters, yet leave them the option of using the available ser- 
vice or not. All input data lines are multiplexed from the experiments to 
the CDS. Two or more multiplexers are recommended to increase the response 
capability and allow for graceful degradation in the event of a multiplexer 
failure. Appendix 111 describes suggested processing considerations for each 
experiment , 
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Analog inputs require 5 -8 bit conversions. 
vided within the computer, sophisticated multiplexing switches are needed. 
If these are converted to pulse width at the experiment, standard digital cir- 
cuitry can be used for the multiplexer. 
the instrument. 
logical design of the CDS where specific inputloutput interfaces must be de- 
fined. 

If the conversion is pro- 

Each conversion must be tailored to 
The exact technique employed will be specified during the 

2.1 COSMIC RAY EXPERIMENT 

The counters and pulse height analyzers contained in the cosmic ray in- 
strument (shown in Figure 2-1) may be incorporated into the central system. 
The four inputs to the logic and signal conditioning are each 0-5  volts in 
amplitude. The D4 pulse duration is 30 nanoseconds. The D1, D2, and D pulse 
durations are of the order of one microsecond. 
ing function is most reasonably performed within the instrument. The 17-bit 
D4 counter must handle 10 counts per second. The scalar in series with the 
17-bit counter must handle 10 counts per second. There are pro and con 
arguments for placing the D counter in the CDS. 

3 
The logic and signal condition- 

5 

7 

4 
The 32 and 128 level pulse height analyzers operate on one pulse per 

second each. 
puter. 

The pulse height analysis can be performed by the central com- 

The requirements for the cosmic ray experiment have changed during the 
course of the study, resulting in lower counting rates and fewer transmitted 
bits per second. The number of bits to be transmitted is indicated in Figure 
2-1. If 6 bits convey information generated by the 17-bit D4 counter, the 
17-bit count must be partitioned into one of 64 possible ranges. 
on the exact range assignments is not available. 
for the other data lines of this experiment. 
be provided by the CDS. 

Information 
A similar situation exists * 

The histogramming required can 

* 
The significant bits for these data lines have been defined by the experi- 
menter. 
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2 . 2  MICROMETEORITE DETECTOR 

The micrometeorite de tec tor  shown i n  Figure 2 - 1  measures the ve loc i ty ,  

momentum, energy, and rad ian t  of micrometeorites. The maximum number of ex- 

pected micrometeorite impacts per day is  100. 

43 b i t s .  

Each event i s  spec i f ied  by 

The e l ec t ron ic s  and the "AND" and "OR" l og ic  shown i n  Figure 2 -1  
should remain i n  the instrument package. 

performed by the CDS. 

ment package. The r e s e t ,  threshold v e r i f i c a t i o n ,  and data  sample commands 

should be implemented by the c e n t r a l  computer. 

The pulse height ana lys i s  can be 

The time of f l i g h t  counter should remain i n  the in s t ru -  

2 . 3  NEUTRON DETECTOR 

The neutron de tec tor  contains four counters and a 16-channel pulse height 

analyzer. 

shape discr iminat ion process i s  best  handled i n  the instrument package. 

peak de tec tor  and coincidence c i r c u i t s  should remain i n  the instrument. 

A l l  pulse durations a re  of the order of a microsecond. The pulse 

The 

6 The counters require  counting r a t e s  of 10 per second f o r  charged p a r t i -  
4 c le s  and 1 0  

height analyzer channels a re  sampled once per second. 

per second f o r  gamma rays and neutrons. The counters and pulse 

Each channel of the 

pulse height analyzer uses a 10-bi t  counter. 

capacity i s  20 b i t s ;  the gamma ray and neutron counter capac i t ies  a r e  14 b i t s  

each. Time reso lu t ion  requirements f o r  each.event a r e  one second -per day 

(17 b i t s ) .  Engineering sensors associated with the de tec tor  (not shown i n  

Figure 2 - 1 )  add negl igibly t o  the data  flow from the neutron detector .  

The charged p a r t i c l e  counter 

The peak de tec tor  output can be sampled i n  severa l  d i f f e r e n t  ways. In 

one mode, the c e n t r a l  computer in te r roga tes  the peak de tec tor  f a s t  enough t o  

count a l l  pulses;  a second mode of operation uses a p r i o r i t y  in t e r rup t .  How- 
ever,  the most reasonable approach i s  probably t o  r e t a i n  the counters i n  the 

instrument but provide anc i l l a ry  counters when instrument counter f a i l u r e s  

occur. 

design considerations of the computer. 

The se l ec t ion  of the preferred method w i l l  be resolved i n  the de ta i led  
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2 .4  TRIAXIAL FTLUXGATE MAGNETOMETER 

The f luxgate  magnetometer has three analog da ta  channels. The analog 

s igna ls  a r e  converted t o  8 - b i t  words. 

a t  a maximum r a t e  of four t i m e s  a spacecraf t  revolut ion generating 96 b i t s  of 

magnetometer da t a  per spacecraf t  revolution. 

Each magnetometer channel i s  sampled 

The A/D conversion can be handled by the CDS. The commands s e t t i n g  the 

b i a s  l e v e l ,  o r ien ta t ion ,  and rece iver  s e n s i t i v i t y  a r e  executed by the CDS. 

The low-pass f i l t e r i n g  f o r  each channel can be provided by the CDS. 
Dig i t a l  f i l t e r i n g  subroutines a r e  ava i lab le ;  their use can r e s u l t  i n  consider- 

able  savings i n  hardware. 

2 .5  RADIO PROPAGATION EXPERIMENT 

The funct ional  descr ip t ion  of 

i n  Figure 2-1.  The 10-b i t  counter 

d i f fe rence  and can be incorporated 

S4, and S6 can be A/D converted by 

the Radio Propagation Experiment i s  shown 

counts wavelengths of propagation path 

i n t o  the CDS. 

the CDS cons is ten t  with the sampling r e -  

The analog outputs, S2, S3, 

quirements indicated i n  Figure 2-1.  The ana- 

log s igna l ,  S5, associated with the polar iza t ion  experiment requires  a t  l e a s t  

36 samples per second. 

A 6 - b i t  precis ion i s  required. 

There i s  no s ign i f i can t  i n t e r f ace  problem with t h i s  experiment. 

2 .6  VLF EXPERIMENT 

The VLF experiment contains s i x  analog output l i n e s  t h a t  a r e  sampled once 

per second, each l i n e  being converted t o  a 6 -b i t  word. 

l i n e s  f o r  switching f i l t e r s ,  th ree  b i t s  being required fo r  the switching func- 

t i o n  on each l i n e .  The da ta  rate is  36 b i t s  per second, and there  i s  no i n t e r -  

face problem. 

There a r e  t w o  command 
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2.7  ARC PLASMA INSTRUMENT 

The plasma de tec tor  contains many d i g i t a l  elements. The se l ec t ion  of 

energy leve l ,  channel, and mode of operation could be executed by a CDS. The 

A / D  conversion and data  word synthesis  can be executed by the CDS. 

The e c l i p t i c  plane is  divided i n t o  15  angular sec tors .  In  the maximum 

f lux  mode, one 17-b i t  mode word containing f lux  magnitude, channel number, and 

azimuth angle r e l a t i v e  t o  the sun l i n e  i s  generated every spacecraf t  revolu- 

t ion .  In  the scan mode, when the telemetry downlink da ta  rate i s  512 b i t s  

per second, 15 words of 15 b i t s  each a r e  generated i n  one spacecraf t  revolu- 

t ion .  Maximum f lux  is  measured i n  the next revolut ion.  

The CDS can provide a l l  functions performed cur ren t ly  by the wired-in 

instrument d i g i t a l  logic .  Mode changes, channel se lec t ion ,  and energy se lec-  

t i on  

2.8 

ence 

can be implemented by the CDS. 

SPACECRAFT OPERATIONS AND CONTROL SUBSYSTEM 

This subsystem contains the sun sensor t h a t  generates the angular r e f e r -  

fo r  a l l  spacecraf t  functions.  The sun sensor generated clock reference 

i s  asynchronous with the down-telemetry and the c e n t r a l  computer clock. A 

sun sensor clock reference can be generated from sun sensor pulses by the CDS. 

The CDS i s  required t o  input da ta  i n t o  aux i l i a ry  storage.  The data  from 

various engineering sensors a r e  A/D converted f o r  incorporation i n t o  the t e l e -  

metry format. 

Functions t o  be performed by the power, guidance, and RF power tubes, 

antennas, e t c . ,  w i l l  be executed by program subroutines. 

i s  required i n  each subsystem. 

A switching matrix 

2 . 9  TELEMETRY SUBSYSTEM 

The telemetry subsystem defines  the in t e r f ace  between the up-command de- 

coder and the c e n t r a l  computer on the upl ink and the in t e r f ace  between the 
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central computer and the telemetry modulator on the downlink. A specific up- 
command decoder has been assumed in order to exhibit the interface. The word 
detector matrix provides bit sync and word stop markers, and the information 
necessary for placing command words into the up-command buffer. The word 
detector matrix and the up-command storage can be incorporated into the CDS. 
The up-command link data rate may be 1-100 bits per second. The CDS can 
service this interface easily. 

2.10 INTERFACE CONSIDERATIONS SUMMARY 

A number of instrument components can be incorporated into the central 
computer. The savings in terms of weight and volume to the experimenters is 
not large, Although the interface is simplified for the instrument designer 
when a CDS is used, the real advantage to the experimenter is the flexibility 
offered by a programmable computer. 

The Sunpulse Angular Reference Generator provides a sampling reference 
for the CDS. 
to be synchronized to it. 
recommended. 

It will be serviced frequently enough to allow a computer clock 
A servicing rate once per spacecraft revolution is 

The cosmic ray experiment can be serviced frequently or infrequently 
depending on the interface. 
the CDS services the 7 data lines once per spacecraft revolution. The maximum 
counting (on the D4 data line) rate is 10 This implies that 
the CDS must service the D4 line in excess of 10 times a second when counts 
are to be accumulated. It makes more sense to provide a scalar, and service 
this line less frequently or incorporate the 17-bit counter in the instrumer?t. 
Four other event counters are included in the cosmic ray experiment, They 

count LO2 + 10 

If all counters are contained in the instrument, 

5 bits per second. 
5 

4 events per second, and could be serviced by the CDS. 

The servicing time required for the Orientation, Electrical Power, 
Thermal, and Electrical Distribution Subsystem is negligible compared to the 
cosmic ray requirements. The Communication and Data Handling Subsystem will 
require service approximately each millisecond maximum. 
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The 

r o t  a t  ion, 

command 1 

VLF experiment requi res  a serv ic ing  r a t e  of 

6 - b i t  A/D conversion being required.  There 

once per spacecraf t  

a r e  6 da t a  l i n e s  and 2 
nes. The Radio Propagation experiment requ r e s  servicing no more 

than 133 t i m e s  each S/C ro t a t ion .  

meter and plasma probe are modest. The magnetometer requi res  the servicing 

of 4 da ta  l i n e s  4 times per spacecraf t  revolution. A/D conversion accuracy 

t o  8 b i t s  i s  required.  The plasma probe requi res  8 da t a  l i n e s  t o  be serviced 

each spacecraf t  revolution. 

The servicing requirements f o r  the magneto- 

A/D conversion accuracy t o  7 b i t s  i s  required.  

The servicing requirements are dominated by the cosmic r a y  and neutron 

experiments. They d i c t a t e  a servicing period of 50-100 microseconds. The 

dwell time on each l i n e  w i l l  probably average 5-10 microseconds. A timing 

diagram f o r  a l l  possible in t e r f ace  configurations i s  necessary t o  completely 

d e t a i l  the in t e r f ace  servicing requirements. This i s  a task  l e f t  f o r  the 

log ica l  design study. Appendix I V  l i s t s  CDS inputloutput timing require-  

ments. 
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SECTION 3 

MULTIPAC COMPUTER FOR CENTRAL DATA SYSTEM 

I 
9 

I 

A single central data system (CDS) design to be used on many solar 
probe missions must have a large amount of flexibility. The CDS should be 
capable of counting, analog-to-digital conversion, storage, mode selection, 
switching, and pulse height analysis in order to interface flexibly with the 
scientific instruments. 
the scientific instruments. 

These functions are currently being performed within 

In addition, the ability to perform data reduction and other data man- 
agement functions should be available. 
maximum practical service to the experimenters, yet give them the option of 
using the available service or not. 

The basic design philosophy is to give 

The CDS must be capable of (1) counting pulses whose rates vary from 
handling analog inputs of 4 to 8 bit ac- less than a hertz to 10 MHz; (2 )  

curacy at rates from 1 Hz to 10 kHz; ( 3 )  
events; and (4 )  accepting digital information from the experiments. Com- 
promises may be made in the above requirements. The analog inputs may be con- 
verted to pulse widths before processing. In addition, the CDS must interface 
with the telemetry in such a manner that component failures cannot prevent 
further experimentation. 

recording time of occurrence of 

Vulnerability of system performance due to component failures must not 
Some degradation be the price paid for this flexibility and centralization. 

of system performance can usually be allowed due to unlikely failures, but 
complete outage of the system is intolerable. 

For these reasons, a unique conceptual design for a general-purpose 
programmable CDS has been developed. A general-purpose computer approach, 
giving enormous flexibility, is combined with a pooling technique to allow 
survival after a component failure. 
around the failed unit, since each unit is a member of a pool of program ad- 
dressable identical modules. Each basic module is small enough that it does 

The survival is achieved by reprogramming 

not represent a large portion of the CDS. 
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nen t 

tha t  

The design must provide freedom from ca tas t rophic  f a i l u r e s .  No compo- 

f a i l u r e  i n  the CDS should cause the complete sys t em t o  f a i l .  The worst 

a f a i l u r e  o r  f a i l u r e s  should cause i s  a reduction i n  capabi l i ty .  For 

example, i f  f o r  some reason a major f a i l u r e  occurred i n  the CDS such tha t  i t  

cannot perform a l l  of i t s  functions,  the CDS should s t i l l  be able  t o  transmit 

the experimental da ta  t o  e a r t h  v i a  the t e l e m e t r y  l ink .  

t o  forego some of the data  co l l ec t ion  but the f a i l u r e  should not be catastroph-  

i c .  There must under a l l  circumstances be the a b i l i t y  t o  transmit experimen- 

t a l  data  t o  e a r t h  and t o  accept commands e r ro r - f r ee  from the ear th .  

It may be necessary 

3.1 SYSTEM DESCRIPTION 

The CDS a c t s  l i k e  a s tored  program computer. A s tored  word i n  i t  does 

not perform a f u l l  i n s t ruc t ion  a s  does a s tored word i n  a normal computer, but 

instead performs a s ing le  operation. Three of these operations a r e  reqclired 

t o  perform a typ ica l  computer i n s t ruc t ion ,  such a s  ADD the contents of a mem- 

ory loca t ion  t o  a r e g i s t e r .  Since the data  can be obtained from one memory 

a t  the same time as an operation i s  obtained from another, our CDS takes three 

memory-cycle times t o  perform an in s t ruc t ion  t h a t  takes two  memory-cycle times 

on the CDC-3200 computer. 

4 b i t s  fo r  an operat ional  code and three f i e l d s  of 4 b i t s  each t o  specify reg- 

i s t e r s .  Sixteen 4 -b i t  AND gates  plus d r ive r s  a re  needed t o  decode the opera- 

t ion.  The 16 d i f f e r e n t  operations allowed appear a t  t h i s  t i m e  t o  be s u f f i c i e n t .  

A 16-b i t  word length was chosen, which w i l l  allow 

A computer using t h i s  pooling technique i s  shown i n  Figure 1-1. Each of 

the four memories i s  one-quarter of the  t o t a l  memory requirements. The 32 

r e g i s t e r s ,  some of which are the memory address and memory data  r e g i s t e r s  of 

the four memories, a r e  iden t i ca l .  In t h i s  example, there  a re  four independent 

but i d e n t i c a l  log ic  u n i t s ,  each with i t s  own s e t  of input and output bus s t ruc -  

tu res .  

A l l  the r e g i s t e r s  i n  the machine form a s ingle  r eg i s t e r - s to re .  Eight bus 
Each bus can s e l e c t  s t ruc tu res  a r e  connected t o  the outputs of the r e g i s t e r s .  

one r e g i s t e r .  Each log ic  u n i t  has two of these busses connected t o  i t s  two in-  

puts,  and two output busses t o  these same r e g i s t e r s .  

on the output of the r e g i s t e r  s t o r e  and e ight  busses feeding the r e g i s t e r  inputs.  

Thus, we have e igh t  busses 
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The log ic  u n i t  w i l l  perform the operation spec i f ied  by the b i t s  i n  the 

log ic  in s t ruc t ion  r e g i s t e r  associated with each log ic  u n i t .  

s t ruc t ion  r e g i s t e r  a l s o  spec i f i e s  the r e g i s t e r s  se lec ted  f o r  the two input 

busses and two output busses connected t o  tha t  l og ic  un i t .  

can perform a l l  necessary in s t ruc t ions  and con t ro l  operations required i n  the 

computer. 

the logic  u n i t  can add two  r e g i s t e r s  together and send the r e s u l t s  t o  a th i rd  

and fourth r e g i s t e r .  It can a l s o  perform cont ro l  operations such as adding 1 

t o  a program counter and sending i t  t o  a memory address r e g i s t e r  t o  f e t ch  an 

ins t ruc t ion .  

This log ic  in -  

This log ic  u n i t  

For example, by specifying the proper b i t s  i n  the log ic  r e g i s t e r ,  

A small amount of cont ro l  c i r c u i t r y  remains t h a t  is  common t o  a l l  u n i t s  

i n  the machine. This i s  a simple cont ro l  u n i t  not  dependent on the s t a t e  of 

the computer. It simply sends timing pulses t o  the memory and log ic  u n i t s  t o  

perform t h e i r  functions a t  a r e p e t i t i v e  r a t e .  This clock w i l l  cause the mem- 

ory t o  go through a read-write cycle cont inual ly .  After every memory cycle,  

the memory data  r e g i s t e r  w i l l  contain the contents of the locat ions spec i f ied  

by the memory address r e g i s t e r .  Once every memory cycle ,  a l l  four log ic  u n i t s  

w i l l  perform the functions spec i f ied  by the log ic  in s t ruc t ion  r e g i s t e r ,  

The operation of t h i s  computer i s  bes t  explained by an example. Con- 

s ide r  the rout ine t o  perform the normal computer i n s t ruc t ion  of adding the con- 

t en t s  of a memory loca t ion  t o  a r e g i s t e r .  In normal computing systems, a 

s ing le  in s t ruc t ion  is  used t o  specify t h i s  function and the address of the 

data  i n  memory. In  t h i s  computer, three in s t ruc t ions  w i l l  be required t o  

perform t h i s .  

The following i n i t i a l  conditions must have been s e t  up previously. Logic 

in s t ruc t ion  r e g i s t e r  1 (LIR1) attached t o  log ic  u n i t  1 (LU1) w i l l  contain an i n -  

s t ruc t ion  tha t  w i l l  add 1 t o  memory address r e g i s t e r  1 (MA1) .  This operation 

w i l l  be performed every memory cycle. The e f f e c t  of t h i s  i n s t ruc t ion  w i l l  be 

t o  read consecutive locat ions from memory 1 t o  memory 1 data  r e g i s t e r  (MD1). 
LIR2 of log ic  u n i t  2 (LU2) w i l l  contain the operation of t ransfer r ing  the con- 

t en t s  of memory data  r e g i s t e r  1 ( M D l )  t o  the log ic  in s t ruc t ion  r e g i s t e r  3 (LIR3) 

of logic  u n i t  3 (LU3). 

cycle.  The e f f e c t  of t h i s  operation is  t o  t r ans fe r  the ins t ruc t ions  tha t  w i l l  

appear i n  memory r e g i s t e r  1 t o  log ic  u n i t  3. Thus, the log ic  u n i t  1 and logic  

This operation w i l l  a l s o  be performed every memory 
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unit 2 will perform the control functions of this computer. 
units could be chosen and this could be changed by the program itself. 

Any two logic 

One more initial condition is necessary. A register (Rl) contains the 
locations in memory 2 where the data addresses for the instructions can be 
found. Consecutive locations will contain the addresses needed for the in- 
structions in memory 1 in the order in which they are required. A transfer to 
another routine in memory will probably result in the use of another register 
or require changing the contents of register 1. 

The ADD instruction will require three consecutive instructions in memory 
1 and the operational sequence shown in Table 3-1. 
unit 2 will continuously perform the same operation. The first operation that 
logic unit 3 (LU3) will perform is to add 1 to register 1, and then send the 
results to memory address register 2 (MA2). By simply placing a new address 
in MA2, the contents of that location in memory will appear on the memory data 
register after the next memory cycle. 

will be to move the address that now appears in memory data register 2 (MD2), 
because of the first instruction, to memory address register 2. This is the 
data address that normally appears in the address field of a standard computer 
instruction. On the next memory cycle the data will appear at the memory data 
register 2. 
of the contents of a to the specified register. 

Logic unit 1 and logic 

The second operation of logic unit 3 

The third operation of logic unit 3 will then perform the addition 

3.2 

unit 
sign 

LOGIC UNIT 

The initial design concept for the logic unit uses the simplified logic 
described in detail in paragraph 3.12. This unit had a very simple de- 
easily adapted to today's LSI (Large Scale Integration) integrated cir- 

cuits. 
Since about three micro-instructions were needed for each CDC-3200 type macro- 
instruction, we felt. that the increased memory requirements more than offset 
the simplification of the logic unit in view of power requirements. 

This design would require 24 to 32 bits for each micro-instruction. 

A logic unit of 12 to 16 bits with about a 16 micro-instruction order 
code is now recommended, 
the remaining bits the registers used. 

Four bits on the word would specify the order, and 
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TABLE 3-1 

ADD a! INSTRUCTION 

r t  ' i  Instruction 1 = (Rl) + 1 -c R1, MA2 
Instruction 2 = (m2) -MA2 
Instruction 3 = ADD (MD2) to (Rx) -c Ry 

- LU1 - LU2 - LU3 Comments 

(PC) + 1 -c PC, MA1 (MD1) -c LIR3 ..---- First instruction to 
LU3 

(PC) + 1 -c PC, MA1 (MD1) -c LIR3 (Rl) + 1 -c R1, MA2 Request a from memory 
2 and send second in- 
struction to LU3.  

(PC) + 1 -c PC, MA1 (MD1) -c LIR3 (MD2) -c MA2 Request a from memory 
2 and send third in- 
struction to LU3.  

Perform function. (PC) + 1 -c PC, MA1 (MD1) -. LIR3 (MD2) + (Rx) + Ry 

G 10s sary : 

MA1, MA2 are the memory address registers of memories 1 and 2 .  

MD1, MD2 are the memory data registers of memories 1 and 2. 

R1 is one of the addressable registers which contains the location of a, 

a is the address of the data to be operated on. 

PC is one of the addressable registers used as a program counter. 

LU1, LU2, LU3 are the three of the logic units. 

LIR3 is the logic instruction register which controls logic unit 3. 

( ) means contents of register inside parenthesis. 
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The following descriptions generally apply whether the logic unit is 
serial or parallel (by bit). However, a serial logic unit that is fast enough 
relative to the memory module will tend to be favored and combined with serial 
transmission not only to reduce the interconnections (a growing threat to re- 
liability, relative to the integrated circuits) but also to fit the state of 
current packaging technology in terms of transistors per chip and number of 
leads per chip. 

The instruction word will contain four fields of four bits each for a 
total instruction code of 16 bits. 

4 
OP 

4 
R 1  

4 
R2 

4 
R3 

One of the 4-bit fields (OP) specified one of 16 operations. The other three 
fields (Rl, R2,  R3) specify the registers to be operated on and where the re- 
sults are to be sent. A tentative list of instructions is shown in Figure 3 - 1 .  

3 . 3  INSTRUCTION TIMING 

A timing diagram of three typical instructions is shown in Figure 3-2. 
This diagram shows the delay in executing an instruction from the time it ap- 
pears in the memory data register. This does not normally produce difficulty 
except when transferring control to another location in memory such as the 
transfer instruction shown in this figure. The seventh instruction performs 
no operation but must be there since it appears at the logic unit before the 
effect of the transfer takes place. 

. -  i 
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Instructions 

{;E).Rx Ry 

2 .  COP Rx Ry 

3 .  CCP Rx Ry LUz 

4. TNZ Rx 

5 .  NOP a! 

6. ADD Rx Ry Rz 

7. SUB Rx Ry 

8. SHR Rx, Ry 

9. MLY Rx Ry Rz 

10. MSK Rx Ry 

11. EOR Rx Ry 

12. Parity Rx 

1 3 .  FMO Rx Ry 

14. TLB Rx 

15. C-ADD Rx Ry LUZ 

{Increment Decrement } Register Rx -c Rx, Ry 

Copy Rx to Ry 

Conditionally copy Rx to Ry if LUz overflowed. 

Test Rx. If non-zero, set overflow FF. 

No operation. a! ignored. 

Add Rx to Ry -c RZ 

Subtract Rx from Ry -c Ry 

Shift Right 1 Rx into Ry 

Multiply Rx x Ry -c Rz 

Logical AND of Rx Ry -c Ry 

Exclusive OR Rx + Ry -c Ry 

Set overflow on parity 

Find most significant "one" in Rx and place 
bit number in Ry. 

Test least significant bit of Rx and set over- 
flow # to bit. 

Conditionally ADD Rx to Ry if LUz is over- 
flowed. (Should this be C-ADD-SHR?) 

Figure 3-1. MULTIPAC Instructions 
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3.4 MEMORY FOR SPACE DATA PROBE 

3 .4 .1  Power Major Problem 

A major considerat ion i n  choosing a memory technique €or a space probe 

c e n t r a l  processor i s  the power consumption of the memory. Based on an ac tua l  

formatting program, the data  processing, a s  we  would propose t o  do i t ,  f o r  the 

CDS w i l l  r equi re  between 4K and 16K of 16-b i t  memory, o r  severa l  hundred thou- 

sand b i t s  of memory. Since the allowable d i s s ipa t ion  i n  t h i s  memory is of the 

order of 5 wat ts ,  t h i s  means tha t  a d i s s ipa t ion  i n  the memory of approximately 

10-50 microwatts per b i t  i s  desired.  A t  the present time, core memories can 

operate a t  l eve ls  of 50 t o  150 microwatts per b i t .  For example, the Di/An 

Model M S A - 1 A - I N T  s t o r e s  82,000 b i t s  with an average d i s s ipa t ion  of 5 watts 

a t  a 100 microsecond per word r a t e .  In  another case,  Sylvania manufactures a 

ground-based memory, i n  which no major attempt has been made t o  minimize power, 

and 400,000 b i t s  consume 60 watts a t  a 2-microsecond word r a t e ,  o r  150 micro- 

wat ts  per b i t .  

wat ts .  

1 

With l i t t l e  design e f f o r t  t h i s  could be reduced t o  about 40 

Another f a c t o r  of ten reduction i n  power would need new design ideas.  

Of course, the core memory may be turned off  during nonoperating periods 

i n  order t o  conserve power. However, i t  i s  expected t h a t  peak da ta  processing 

loads w i l l  occur a t  the times when other  equipments a r e  placing peak power r e -  

quirements on the s o l a r  c e l l s .  Thus, the small standby power of a core memory 

w i l l  not be e f f ec t ive ly  used. Therefore, the standard of performance by which 

we must gauge other  techniques w i l l  be the d i s s ipa t ion  i n  the core memory when 

i t  i s  being used a t  a high r a t e  of computation. 

3.4.2 MOS Device A Competing Technique 

The only technique t h a t  seems t o  compete with the core memory is  the 

MOS device. MOS devices have been b u i l t  i n  memory configurations consuming 

33 microwatts per b i t 2  a t  a cycle time (read o r  wr i t e )  of 50 nanoseconds. 

Furthermore, i t  appears t h a t ,  a s  time goes by, improvements i n  the character-  

i s t i c  devices w i l l  lead t o  s t a b i l i t y  i n  devices with even lower power require-  

ments. The problems of the MOS devices and some of the so lu t ions  w i l l  be 

b r i e f l y  reviewed. 
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The i n i t i a l  promise of t he  MOS device w a s  t h a t  because of the  require-  

ment f o r  fewer d i f fus ions  and simpler kinds of d i f fus ion ,  the  devices could 

be made more cheaply and a t  g rea t e r  density.  3'495 
t o  be some argument about these two advantages they are p r e t t y  w e l l  admitted 

i n  the  industry.  A f a c t o r  of from two-to-five i n  the  c o s t  of d i f fus ion  and 

a s imi l a r  f ac to r  i n  t h e  densi ty  of devices seems t o  be agreed upon by manu- 

f a c t u r e r s  of b ipolar  and MOS devices. 

While there  s t i l l  seems 

The ea r ly  MOS devices were found t o  be unstable  primarily because MOS's 

a r e  control led by charge on the  surface of an in su la to r  and various mechanisms 
lead t o  ion ic  charges moving i n t o  the v i c i n i t y  of t he  surface.  6,7,8,9,10 

Continued research i n  the  f ab r i ca t ion  of these devices has led t o  improvements 

i n  t h i s  s t a b i l i t y  of about a f ac to r  of 20. 6' 

age of about 4 v o l t s  was found t o  vary as much a s  20 v o l t s  depending on pre- 

vious h i s to ry  and aging. With new devices t h i s  va r i a t ion  seems t o  be e a s i l y  

brought t o  within one v o l t ,  and thus allows usable gain i n  the device. 

Originally,  a threshold vo l t -  

While the MOS device i t s e l f  is  very f a s t ,  i t s  output i s  a r e l a t i v e l y  

high r e s i s t ance  while i t s  input i s  a capacitance. 

combined with high impedance output have led t o  ex i s t ing  devices being r a the r  

slow i n  operation. I n  memory operation, however, t he  e f f e c t s  of the outside 

world and i t s  heavy capac i t ive  loadings can be minimized by employing bipolar  

in tegra ted  c i r c u i t s  as input  and output devices f o r  the  MOS memory array.  

With these techniques, memory speeds wel l  under 0.1 microsecond have been 

achieved. 

Thus capac i t ive  loading 

12 

I n  cos t ,  the  MOS elements have not yet  reached the  point where we can 

honestly predict  a production cos t  for  a few years hence. 

y i e lds  a r e  r e l a t i v e l y  low, but improving rapidly,  and the  research and develop- 
. ment i s  r e l a t i v e l y  high and decreasing rap id ly .  

employed t o  bui ld  the memory mentioned above'' w i l l  c o s t  about 50 cents  per b i t  
2 next year. 

a few cents  pe r  b i t ,  thus making possible  MOS memory c o s t s  comparable t o  the  

core memory. Eventual l i m i t s  on cos t  are predicted a t  about one-eighth of a 

cent  per b i t  based on present f ab r i ca t ion  cos t s  and a 10 percent y i e ld  of 

64 x 64 devices a t  high density.  These cos t s  would d e f i n i t e l y  give MOS' s  

the edge f o r  a l l  but the mass-memory f i e l d .  

The present-era 

The 64-bit  device t h a t  was 

I n  about two years, industry representa t ives  estimate cos t s  of 

B 
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I n  the area of memory density,  an 8 x 8 memory a r r ay  

chip 80 x 105 m i l s .  J. Schmidt of Fa i r ch i ld  p red ic t s  t h a t  eventual techniques 

w i l l  al low a 4096 b i t  plane (64 x 64 elements) t o  go on a ch ip  210 x 210 m i l s .  

goes on a 

Even with la rge  allowances f o r  packaging, t h i s  dens i ty  i s  much g rea t e r  than 

core memory. 

One remaining question which arises i s  that of long-term r e l i a b i l i t y .  

Some da ta  i n  t h i s  regard are favorable.  

c i r c u i t s  operating f o r  9500 hours (about one year) without f a i l u r e .  l3 
NASA has reported 360 MOS in tegra ted  

The sen- 
s i t i v i t y  of the devices t o  r ad ia t ion  effects i s  a l s o  somewhat questionable. 

cen t  r e su l t s14  show t h a t  

i n  leakage cu r ren t s  and t r ans i en t  doses of 10 
en t  cur ren ts .  These dosages are q u i t e  l a rge  and t h e i r  r e l a t i o n  t o  expected 

doses on the Solar  Probe i s  not known. 

R e -  
2 neutrons/cm cause s i g n i f i c a n t  permanent changes 

7 r/sec cause r a t h e r  la rge  t r ans i -  

One possible  drawback we see w i t h  the MOS memory i s  t h a t  of v o l a t i l i t y .  

Since the  MOS memory elements are active f l i p - f l o p s  any loss of power o r  

momentary high noise  can cause loss  of memory. 

if the  programs are a l s o  s tored  o f f - l i ne  i n  a tape machine so  t h a t  they can 

be re-entered. 

This i s  not  pa r t i cu la r ly  bad 

It c e r t a i n l y  i s  not  detr imental  i n  the sc ra t ch  pad pa r t  of 

t he  memory. 

3 . 4 . 3  Summary 

The MOS in tegra ted  c i r c u i t  promises high speed, lower power, and a 

less cos t ly  memory f o r  space appl icat ions than is  obtainable with core  o r  

t h i n  f i lm memories. Its densi ty  can be much g rea t e r  than core when LSI  

c i r c u i t s  a r e  avai lable .  However, the core technology is  here now and the 

MOS LSI is  s t i l l  a few years away. 

make f i n a l  decis ions i n  t h i s  matter,  the MOS may w e l l  o f f e r  the bes t  so lu t ion  

t o  the memory problem f o r  the CDS. Furthermore, the MOS o f f e r s  the advantage 

of speed over the core memory, p a r t i c u l a r l y  when we t a l k  about low power. 

Nonetheless, i n  the era when we have t o  

Speed can show up as power and equipment economy i n  the rest of the CDS. 
Some questions on r e l i a b i l i t y  and space q u a l i f i c a t i o n  (pa r t i cu la r ly  under 

r ad ia t ion  conditions) are y e t  t o  be answered. 
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3.5 INTERFACES 

Table 3-2 has been prepared t o  a i d  i n  the d e f i n i t i o n  of the inputs  used 

i n  rout ine fo r  the simulation model. 

reference generator w i l l  general ly  be asynchronous. I n  order t o  determine 

when t o  sample the experiments, the program w i l l  cont inual ly  address the sun 

pulse angular reference generator.  

CDS as a function of the reading obtained from the sun pulse angular generator. 

S b c e  the cosmic ray,  plasma probe, and VLF experiments must be sampled a t  

various angles r e l a t i v e  t o  the sun l ine  f o r  successive spacecraf t  revolutions,  

anc i l l a ry  counters will be employed t o  do the required bookkeeping. 

pulse height ana lys i s  of the neutron de tec tor  requires  almost continuous sur-  

ve i l l ance  of one l i n e  of t h i s  instrument. 

t i on  experiment must be sampled 36 times a second. 

must be sampled a t  a rate cons is ten t  with the maximum count r a t e s  on each l i n e .  

About 10 input l i n e s  dominate the servicing time f o r  the 225 l i n e  input.  

Most engineering measurements require  v i r t u a l l y  no input time a few days a f t e r  

launch. 

The CDS clock and the sun pulse angular 

Experimental da t a  w i l l  be input ted t o  the 

The 

The S5 l i n e  of the radio propaga- 

The cosmic ray experiment 

Our basic philosophy i s  t o  design fo r  optimum processing capab i l i t y  t o  

give maximum p r a c t i c a l  service t o  the experimenters, yet  leave them the option 

of using the ava i lab le  serv ice  o r  not. 

a l l  inputs  from the experiments t o  the computer. There would be two o r  more 

multiplexers t o  increase the  response capab i l i t y  and t o  allow f o r  graceful  

degradation in  the event of a f a i l u r e  of one multiplexer.  

count pulses from the  experiments up t o  a rate of about 10 pulses per second 

d i r e c t l y  and 10 pulses pe r  second on a sampled bas is .  It would convert analog 
4 inputs t o  8-b i t  accuracy up t o  10 per second per input. I n  addi t ion,  the 

computer w i l l  accept information from r e g i s t e r s  i n  the experiments. 

The design recommended multiplexes 

This computer would 
4 

7 

7 I n  order t o  count pulses up t o  10 pulses per  second from an experiment, 
4 

per second. 
two modes of counting a r e  needed. For counts below 10 per  second, the ex- 
periment could be sampled a t  a r a t e  equal t o  10 

has indicated t h a t  these counts have approached or gone above 10 
the program would go i n t o  a second mode. 

se rv ice  t h i s  one input  f o r  a f ixed  length of time, such a s  100 microseconds, 

4 When previous data 

per second, 
I n  t h i s  mode, the multiplexer would 

4 
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and repeat  th i s  a t  some f ixed  rate, such as every 10 mill iseconds.  The 100 
microseconds and 10 mill iseconds are programmable and hence can be d i c t a t ed  

by the  experimenter. I f  the experimenter does not  f e e l  that th i s  sampling 

method w i l l  g ive him t r u e  s ta t is t ics ,  he w i l l  use  his own counter; and the 

counter w i l l  be read l i k e  any other  r e g i s t e r  i n  an  experiment. 

Analog inputs ,  i n  some cases, requi re  7- and 8-b i t  conversions. I f  this 

i s  done completely within the  computer, reasonably sophis t icated multiplexing 

switches w i l l  be needed. I f ,  on the o ther  hand, these  are converted t o  pulse 

width a t  the experiment, then standard d i g i t a l  c i r c u i t r y  can be used f o r  the 

multiplexer.  

t o  include a real- t ime counter i n  the computer which, when it receives  a s ig-  

n a l  from an experiment, w i l l  s t o r e  the t i m e  of occurrence i n  memory. 

t i m e  can represent  e i t h e r  clock t i m e  o r  t i m e  from the  las t  sun pulse. 

I n  addi t ion  t o  t h e  inputs  discussed above, i t  seems des i rab le  

T h i s  

The micrometeorite experiment requi res  servicing very infrequent ly  (1-100 
t i m e s  a day). 

experiment. Another method i s  t o  put very l i t t l e  d i g i t a l  log ic  i n  the experi- 

ment and, when an event occurs, t o  i n t e r r u p t  the  computer and have the  computer 

completely dedicated t o  t h i s  experiment during the period of t h i s  event. 

la t ter  implies t h a t  no o ther  experiment w i l l  ge t  service during a short  period 

( -  100 p )  after a micrometeorite has entered the  de tec tor .  

The present  probes contain a l l  t h e  d i g i t a l  logic  needed i n  the 

The 

Table 3-2 ind ica tes  t he  approximate number of l i n e s  t h a t  must be serviced 

by the  computer per second. The servicing requirements are modest except f o r  

the  pulse height  ana lys i s  of the  neutron de tec tor  output and the  need t o  mea- 

sure  t i m e  of f l i g h t  of micrometeoroids. A servicing ra te  capab i l i t y  of from 

one da ta  l i n e  per mill isecond t o  one da ta  l i n e  per  100 microseconds may be re-  

quired, depending on how things a r e  done. 

ra te  of 10 per second and i f  each sample i s  converted t o  a 4-bi t  word and 

s tored  i n  one of 16  counters,  t h e  machine memory cycle  t i m e  required would 

probably be of the order of a f e w  microseconds. 

obviously a f f ec t ed  by t h e  processing algorithms employed. 

I f  one l i n e  i s  t o  be serviced a t  a 
4 

The memory cyc le  t i m e  i s  a l s o  
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TABLE 3-2 
APPROXIMATE MAXIMUM L I N E  SERVICING REQUIREMENTS FOR CONTROL COMPUTER 

Instrument 
or Subsystem 

VLF Experiment 

Cosmic Ray Exp. 

Command Decoder 
TU1 Modulator 
Plasma Detector 

Stanford Radio 

Lines 

Exl 

Ex2 

M1 
M2 

Yl 
Y2 

E 
E 

Filter Command 1 
Filter Command 2 
Solar Aspect Angle 

( 61D2D364) 
D4 

( D 16264) 

( D1D2D364 

PHA (D1D2D3a4) 

(~1~26364) 

PHA ( D ~ D ~ T S ~ B ~ )  
Solar Aspect Angle _ _ _  

__- 
Flux Amplitude 
Channel Ident. 
Sun Aspect Angle 
Voltage Cycle 

s, 

Bits/ Service Rate 
Servicing Rate Line Total/Second 
1 sample/sec, 6 
1 sample/eec. 6 

1 eample/sec. 6 
1 sample/sec. 6 
1 sample/sec. 6 
1 sample/sec. 6 
1 sample/sec. 3 
1 sample/sec. 3 
1 sample/sec. I 
1 samplelsec. . 19 

1 sample/sec. I 

1 sample/sec. 16 

1 sample/sec. 10 

1 sample/ sec 5 

1 sample/sec. 13 

1 sample/ sec . I 
1 sample/sec. I 
1 sample/sec. 1 

5 12 samp lee / sec . 
16 samples/sec. 7 
16 sampleo/sec. 3 
16 samples/sec. 4 
16 samples/sec. 1 
1 sample/10 sec. 10 

9 

a 

1 

5 12 

64 

Propagation Exp. - 
s2 
s3 
s4 
s5 
'6 
Sun Aspect Angle 

Triaxial Fluxgate Ex 

Y 
E Experiment 

Sun Aspect Angle 
Bias 
Receiver Sensitivity 
Or ien tat ion 

Gamma Ray 
Neutron 
PHA (Neutrons) 

Neutron Detector Proton 

Spacecraft Qpera- 
tions & Control 
Subsystem 
Micrometeorite Time of Flight 
Detector 

1 sample/5 sec. 6 
1 sample/30 sec. I 
1 sample/sec. 6 

36 samples/sec. 6 
1 sample/5 sec. 6 
36 samples/sec. I 

4 samples/sec. 0 

4 samples/aec. 8 
4 samples/sec. 0 

4 samples/sec. 2 
4 samples/sec. 3 
4 samples/sec. 2 
4 samples/sec. 1 

l/sec. 20 
l/sec. 
I/sec. 14 lo4 or 19* 

( 1 0 ~ 1 ~ ~ ~ .  or 10 
16/sec. *) 

Very low 
generally 

Priority Interrupt I Very low generally. 
Question exists on 
ability to interrupt 
fast enough to retain 
0.5 Gsec. TOF mea- 
surement accuracy 

*NOTE: Depends upon whether PHA (pulse height analysis) is done in 
central computer or within neutron detector. 

13 

2a 
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3 - 6 INPUT-OUTPUT PROCEDURE 

c 
I L 

-? 
J 

Transferring data  across  the computer i n t e r f ace  i s  accomplished by assign-  

ing r e g i s t e r  addresses t o  input-output channels. The problem of interrupt 
seems t o  be bes t  solved by a combination of hardware and software. The hard- 

ware i s  the addi t ion  of test  i n s t r u c t i o n  in  the log ic  u n i t  i n s t r u c t i o n  reper- 

t o i r e .  

I f  the computer has a 16-bi t  word, w e  would ass ign  a r e g i s t e r  address t o  
groups of 16 i n t e r r u p t s .  One logic  unit  (e.g., - LU5) w i l l  examine these in-  

t e r rup t s  a s  though i t  w e r e  a 16-bi t  word, and w i l l  test  f o r  one or  more ones 

i n  the " r e g i s t e r . "  I f  one o r  more of the in t e r rup t  l i n e s  i s  high, t h i s  i n -  

s t r u c t i o n  w i l l  s e t  the overflow f l i p - f l o p  of the logic  u n i t  (LU5) t o  1. 
second logic  u n i t  ( e .g . ,  - LU6) w i l l  be assigned t o  perform a Conditional Copy 

micro-instruction. This micro- instruct ion w i l l  examine the overflow f l i p - f l o p  

of LU5 and, i f  set, w i l l  t r ans fe r  a new micro- instruct ion s tored i n  a spare 

r e g i s t e r  t o  log ic  in s t ruc t ion  r e g i s t e r  1, the log ic  in s t ruc t ion  r e g i s t e r  con- 
t r o l l i n g  the log ic  u n i t ,  which i s  updating the program counter. This new in -  

s t ruc t ion  w i l l  use a d i f f e r e n t  r e g i s t e r  assignment f o r  the program counter, 

but w i l l  s t i l l  perform the same type of a function of updating a program 

counter. The new program counter w i l l  contain the address of the in t e r rup t  

procedure. 

i s  requesting service and then serv ice  the device. 

A 

From t h i s  point  on, a s tored  program w i l l  determine which device 

A t yp ica l  program f o r  t h i s  i n t e r r u p t  procedure i s  shown i n  Figure 3 - 3 .  

It should be noted t h a t  we en te r  t h i s  subroutine a t  the second ins t ruc t ion .  

When the in t e r rup t  rout ine  i s  f in i shed ,  i t  w i l l  r e t u r n  t o  the f i r s t  ins t ruc-  

t i o n  of the in t e r rup t  procedure. This i n s t ruc t ion  re turns  cont ro l  t o  the or ig-  

i n a l  program counter and'since the in t e r rup t  program counter has been incre-  

mented, i t  w i l l  be i n  proper pos i t ion  f o r  the next i n t e r rup t .  Figure 3-3 only 

shows those ins t ruc t ions  t h a t  determine the device requesting service and w i l l  

t r ans fe r  con t ro l  t o  the proper input o r  output subroutine. 

3.7 COMMAND LINK 

The most e r i t i c a l  information path i n  the CDS i s  the command link. I f  

t h i s  l i n k  i s  broken, then we  cannot change modes or  "repair" the CDS by re- 
programming. 
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In t e r rup t  Determining Subroutine 

Exi t  point  d 1. COP RMp, IR2 

Entry poin t  d 2 .  CCP, MD1, PCint, LU4 

3 .  NOP aint l i n e s  A rout ine  

These are i n t e r r u p t  4. FMO I n t  l i n e s  B, R1 
l i n e s  B rout ine  B i t  locat ion of i n t e r r u p t  t o  R1. 
(similar set f o r  A ) .  

G e t s  proper jump 
locat ion t o  MA2 

rout ine  . 
6 o  

5. ADD PlDl, R1 

a tab le  of jump Jump t o  proper 1/0 
locat ions.  

7.  COP, R1, MA2 

8. COP, MD2, PCint 

E x i t  from In te r rup t  Routine 

1. COP MD1, PCint 

2 *  % x i t  po in t  

( % x i t  point  
Determining Routine Above.) 

i s  in s t ruc t ion  1 of In t e r rup t  

Notes : - 
1. RMp contains ins t ruc t ion :  

(PC) + 1 -L PC, MA1, 

t h e  normal main con t ro l  program. 

2 .  Entry i s  a t  i n s t ruc t ion  no. 2 .  

3 .  PCint i s  name of PC f o r  t h i s  rout ine.  

4. Two sets of i n t e r r u p t  l i n e s  assumed ( A  and B) 

Figure 3-3. interrupt Procedure 
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The most promising so lu t ion  t o  the upl ink problem seems t o  be t o  feed a 
f u l l  16-bi t  word d i r e c t l y  i n t o  two d i f f e r e n t  bus s t ruc tures .  The rece iver  

w i l l  c o l l e c t  b i t s  u n t i l  20 b i t s  are received. 

the r e g i s t e r  t o  be t r ans fe r r ed  to ,  and 16 b i t s  w i l l  be the word t o  be t rans-  

fe r red .  For r e l i a b i l i t y ,  the word w i l l  go on t o  two busses and the  word w i l l  
be t ransfer red  t o  t w o  d i f f e r e n t  locat ions.  The software i n  the computer w i l l  
address only one of these locat ions but may use the  other as a check on the 

v a l i d i t y  of the  word. 

ters t o  prevent a f a i l u r e  from taking out a whole bus system. 

Four of these b i t s  w i l l  spec i fy  

The two busses each go t o  a d i f f e r e n t  set  of 16 r eg i s -  

3 . 8  RELIABILITY CONSIDERATIONS 

i 
. - 6  

The r e l i a b i l i t y  of t h i s  design i s  obtained through the use of pooling 

techniques instead of equipment duplication. Recovery a f t e r  a f a i l u r e  i s  ac- 

complished through reprogramming. 

be t o  reduce the computational r a t e  of the  system. For r e a l  t i m e  appl icat ions,  

we can e i t h e r  have an ex t r a  logic  un i t ,  an ex t r a  r e g i s t e r ,  and an ex t r a  mem- 

ory above t h a t  needed f o r  normal functions,  or  else plan t o  e l iminate  the 

l e a s t  important funct ion t o  be performed when a f a i l u r e  occurs. 

The maximum e f f e c t  of such a f a i l u r e  w i l l  

A compiler 

t h a t  w i l l  do t h i s  reprogramming automatically must be programmed. 

A t  f i r s t  glance, the c r i t i c a l  s t r u c t u r e  seems t o  be the bussing system, 

which looks l i k e  a telephone switching crosspoint  matrix. However, each of 

these crosspoints  cons is t s  of an AND followed by an OR gate. A s ing le  f a i l -  

ure  i n  t h i s  s t ruc tu re  does not  allow both the bus and a l l  the r e g i s t e r s  t o  

f a i l .  A f a i l u r e  should only disable  e i t h e r  the r e g i s t e r  or the  bus but not 

both. However, t o  guard aga ins t  the p o s s i b i l i t y  of catastrophic  f a i l u r e ,  i t  

i s  recommended t h a t  not a l l  r e g i s t e r s  be gated onto a l l  busses. 

Some f a i l u r e s  may be "repaired" without replacing the f a i l e d  u n i t .  The 

logic  u n i t  may be ab le  t o  continue with s l i g h t l y  degraded performance a f t e r  

a f a i l u r e .  It i s  possible  i n  some cases t h a t  operations which cannot be per- 

formed because of the f a i l u r e  can be replaced by two o r  th ree  other operations.  

For example, an ADD might be replaced by a subt rac t  followed by a 2 ' s  comple- 

ment. This combined with the f a c t  t h a t  any logic  u n i t  can perform the control-  

3-17 



l i n g  functions can make it possible  t o  program around any fa i lure  i n  some 
cases without loss of computing power. 

3.9 ESTIMATED SIZE OF THE CDS 

The memory should be divided i n t o  a t  least two par t s ,  and four seems a 
In  addi t ion  t o  the  four memory u n i t s ,  there  w i l l  be reasonable se lec t ion .  

e i g h t  logic  u n i t s ,  16 busses, 32 r e g i s t e r s ,  and a c e n t r a l  clock. The 32 reg- 
isters include the memory da ta  r e g i s t e r s ,  the memory address r e g i s t e r s ,  and 

the log ic  in s t ruc t ion  r e g i s t e r s .  We a r e  l e f t  with 16 general-purpose reg- 

isters, which a r e  probably too many. 

Table 3 - 3  i s  an estimate of the f la tpack  count f o r  a 16-bi t  vers ion.  

The f la tpacks used f o r  estimating may not e x i s t  i n  t h e i r  exact form today, 

but they a r e  w e l l  wi th in  the component densi ty  and pin l imi ta t ions  of todays 
14-pin f la tpack.  For example, Sylvania, Transitron, and Texas Instruments 

have under production today a 16-bi t  f l i p - f l o p  s torage u n i t  on a s ing le  wafer 

i n  a standard 14-pin f la tpack.  

3.10 CDS DIAGNOSTIC AND CORRECTION PHILOSOPHY 

The CDS depends on reprogramming t o  obtain i t s  high probab'ility of con- 

tinued performance. 

t o  diagnose and loca te  the f au l ty  module, t o  r o l l  back t o  a minimum configura- 

t i o n  while r epa i r  i s  being performed, and t o  r epa i r  the CDS. 

types of t e s t s  would be used. I n  programming the various functions performed 
between the CDS, i t  is  good programing p rac t i ce  t o  check the r e s u l t s  of com- 

puta t ion  f o r  consistency. 

from 1 t o  100 u n i t s ,  then any computation t h a t  r e s u l t s  i n  our sending a read- 

ing, o r  average of readings, t o  e a r t h  outside of t h i s  range is  incons is ten t  

wi th  physical f a c t  and implies an exis tence of a f a u l t .  In  addi t ion t o  these 

consistency checks, there  should be on-board a program t h a t ,  upon command, 

per iodica l ly  can check whether or  not a l l  u n i t s  a r e  functioning. 

may simply be performing the s a m e  task  with d i f f e r e n t  hardware, and seeing 

whether the r e s u l t s  match. 

a function of each pa r t i cu la r  mission. 

The system must contain provisions t o  t e s t  f o r  e r ro r s ,  

Two d i f f e r e n t  

For example, i f  an experiment has a dynamic range 

This check 

The degree of sophis t ica t ion  of t h i s  checkout i s  
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TABLE 3-3 

ESTIMATED FLATPACK COUNT FOR 16-BIT VERSION 

Quantity 

8 

32 

Func t ion 

Logic Units 

Registers (16 bits) 

8--LIR 

4--MD 

4--MA 

16--General purpose 

16 Busses--2 flatpacks per bus 

Clock ( Estimated) 

Total 

Count 

256 

256 

32 

32 

5 76 

- 
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Diagnosing an error t o  a completely f a i l e d  module can be accomplished 
by means of subs t i t u t ion .  

"pooled" concept.) 

i f  a f a u l t  e x i s t s ,  s u b s t i t u t i o n  of half  the hardware w i l l  determine i n  which 

ha l f  the e r r o r  i s .  

and, by continuation of t h i s  halving process, we can zero-in on the f a u l t y  

module. 

functions i t  i s  capable of performing. 

t i o n  occurs when a u n i t  has an in t e rmi t t en t  f a i lu re .  For these, the only sure 

so lu t ion  i s  pe r s i s t en t  checks. 

(This technique is  only possible because of the 

A s e t  of hardware can be used t o  t r y  a known problem; and, 

A t  t h i s  point,  we then s u b s t i t u t e  ha l f  of t h i s  half  again; 

A t  t h i s  point ,  we  can make a thorough t e s t  of the module t o  see what 

The d i f f i c u l t  problem i n  f a u l t  loca- 

A s  soon as  a f a i l u r e  i s  detected, it i s  incumbent on the CDS t o  r eve r t  

t o  a simple mode such as  t ransmit t ing unprocessed data t o  ea r th  before f a u l t  

locat ion and r epa i r  i s  attempted. 

module i s  a t  f a u l t ,  it w i l l  be necessary tha t  the program t o  do t h i s  be simple 

and s tored i n  t w o  memories and, i n  addi t ion,  t ha t  each of the i d e n t i c a l  pro- 

grams uses completely d i f f e r e n t  hardware. 

the other  can be t r i e d  t o  f ind  a good rol lback program. 

Since a t  t h i s  point i t  i s  not known what 

In  t h i s  way, f i r s t  one and then 

Repair i s  accomplished through s u b s t i t u t i o n  of the f a u l t y  module with a 

good module by reprogramming a l l  programs t h a t  r e fe r  t o  the f a u l t y  module. 

When the programs a r e  f i r s t  wr i t ten ,  a l l  references t o  memory and t o  hardware 

needed w i l l  be done symbolically. 

t o  the symbolic addresses. A t  the same time, it w i l l  produce tab les  of these 

symbolic absolute equivalences, and what i n s t ruc t ions  use what addresses. 

This information w i l l  be kept i n  a computer on ground; and, i n  the event of 

f a i l u r e ,  these tab les  w i l l  be searched t o  f i n d  a l l  references t o  the f a u l t y  

un i t .  

addresses. 

of these tab les  can be kept on the spacecraf t .  

w i l l  be needed t o  make these reference changes. 

An assembler w i l l  ass ign absolute addresses 

A t  t h i s  point,  uplink commands w i l l  be made t o  change a l l  required 

I f  a tape recorder i s  on-board with s u f f i c i e n t  capacity,  then some 

In t h i s  case, fewer commands 

I n  any case,  these commands w i l l  en te r  the computer through the two  bus 

s t ruc tu res  as explained i n  paragraph 3 . 7 .  
these b i t s  specify t o  what r e g i s t e r  t o  t r ans fe r  the remaining 16 b i t s .  The 

rol lback program re fe r r ed  t o  above w i l l  be sampling t h i s  r e g i s t e r  from time 

The command i s  20 b i t s ,  and four of 
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t o  t i m e  and through software w i l l  make the required changes. In the extreme 

event, when the  w r i t t e n  rol lback program is not working properly, the 20-bit  

command w i l l  have t o  spec i fy  a logic  u n i t  and boot-strap i n  the  program. 

3.11 RECOMMENDATIONS FOR FUTURE WORK 

More work needs t o  be done on the design presented i n  programming and 

fu r the r  f a i l u r e  ana lys i s .  Even though i t  appears present ly  t h a t  no s ing le  

f a i l u r e  can cause complete system f a i l u r e ,  the de t a i l ed  ana lys i s  t o  support 

t h i s  l ies  ahead. 

Some examination of the choice of modules must be made t o  make sure  t h a t  

a complete module f a i l u r e  w i l l  not prevent us from recovery. 

module may contain many c i r c u i t s ,  i t  i s  always possible  for  the complete module 

t o  f a i l  by such means a s  extreme l o c a l  heating melting the in tegra ted  c i r c u i t ,  

o r  a group of in tegra ted  c i r c u i t s  losing power. 

Even though a 

We recommend a study of the development of LSI  (Large Scale In tegra t ion)  

in tegra ted  c i r c u i t s  f o r  t h i s  CDS organization. This pooled type organization 

lends i t s e l f  na tu ra l ly  t o  the use of LSI.  The packaging of a log ic  u n i t  i n  a 

few "chips" i s  within today 's  s t a t e  of the a r t .  This organization, which 

uses very few types of c i r c u i t s ,  makes L S I  development p rac t i ca l ,  economic, 

and r e l i a b l e .  

t ions  and concentrated engineering e f f o r t  on fewer "chip" types. 

i t y  of the universa l  type, which can be used f o r  purpose, improves the 

l o g i s t i c s  of spares f o r  replacing f a i l u r e s  and f o r  meeting var ied needs, both 

an t ic ipa ted  and unforeseen, of d i f f e r ing  missions and from time-to-time i n  one 

mission. The use of LSI does introduce one r e l i a b i l i t y  question t h a t  must be 

answered i n  any study. 

answer t o  t h i s  question can a f f e c t  processor design and chip de f in i t i on .  

The r e l i a b i l i t y  w i l l  be increased through reduction of connec- 

The f l e x i b i l -  

"Can recovery be made i f  an e n t i r e  chip fa i l s? ' '  The 

3.12 SIMPLIFIED LOGIC UNIT 

A simplif ied log ic  u n i t  was considered ea r ly  i n  the study and has been 

s ince discarded i n  view of the e x t r a  memory required t o  s t o r e  the micro-in- 

s t ruc t ions .  A descr ip t ion  of t h i s  u n i t  follows. This log ic  u n i t  cons i s t s  of 
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* a pair  of i d e n t i c a l  c i r c u i t s  fo r  each b i t  i n  the  data word, which has the 

power t o  synthesize a l l  u se fu l  log ic  functions of two r eg i s t e r s .  Each of the 

t w o  i d e n t i c a l  c i r c u i t s  cons i s t s  of e igh t  4 input AND gates ORed together.  

The unique fea ture  of the log ic  u n i t  i s  the method of cont ro l  t ha t  eliminates 

the large amount of c i r c u i t r y  normally required t o  decode the gate  spec i f ied  

logic  c i r c u i t r y  s ince the  operation is  spec i f ied  e x p l i c i t l y  by 16 b i t s  of the 
logic  r eg i s t e r .  

The logic  un i t  can implement the expressions indicated by E q s .  (3-1) 
and (3-2) .  

--- 
S = f J K C  + n o n n n-1 

J 

- - -  -- - - --  
n 8 n n n-1 + fgJnKncn-l + jiJnKnCn-1 + llJnKncn-l + 12 JnKncn- 1 C = f J K C  

J and K represent  the t w o  inputs t o  the logic  un i t .  Jn and Kn a r e  the 

nth b i t s  of these t w o  inputs and Cn - i s  the Cn of Eq. (3-2) derived from the 

l e s s  s ign i f i can t  b i t s .  

e i t h e r  0 o r  1 as  determined by 16  b i t s  of the log ic  r eg i s t e r .  

s ive  term, 

vious b i t  computation for  those operations requir ing a propagating car ry  such 

as  the ca r ry  function i n  the algebraic  ADD i n s t ruc t ion .  

The s ix teen  f coe f f i c i en t s  of the t w o  equations a re  
The recur- 

makes the output term, Sn, dependent on the outcome of the pre- ‘n’ 

It w i l l  be observed 
. by examining Eqs .  (3-1) and (3-2) t ha t  a l l  8 min-terms of the three var iab les  Jn, 

and Cn-l a r e  mult ipl ied by a constant t h a t  i s  e i t h e r  0 or 1. When the Kn 9 

corresponding f value i s  a 0, t h a t  min-term does not appear i n  the  equation; 

* 
A s e r i a l  computer would only require  a s ing le  pair .  However, t h i s  introduces 
more clocking c i r c u i t r y .  
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and when the f value is a one, the min-term does appear. 
tion of remaining min-terms, the output function is uniquely established. 
example, consider the logical Exclusive OR of two registers. 

By a Boolean summa- 
For 

The f values for 
the Sn term are (0, 1, 1, 0, 0, 1, 1, 0) while the f values for the Cn term 
are (0, 0, 0, 0, 0, 0, 0, 0). 
or "0" (don't care condition) and not affect the final answer. 
these numbers for E 

min- term form. 

Actually f8, fg ,  or f15 can assume either a "1" 

through f15 into Eq.(3-1) yields the output expression in 
Inserting 

0 

-- 
+ 5 K C  

+ JnEnCn-1 n n n-1 n n n n-1 n n n-1 S = J K C  + ? K T  

that reduces to the carry (Cn-l ) independent equation: Sn = Jn@Kn. 

Another example would be the algebraic addition of two variables, the 

values assume (0, 1, 1, 0, 1, 0, 0, 1) and the fg-15 values assume (0, 0, f0-7 
0, I, 0, 1, 1, 1). For this combination of f ' s ,  the generated min-terms lead 
to the following equations: 

These reduce to the familiar sum and carry equations: 

n- 1 Sum = sn = J @K @C n n 

Carry = Cn = JnKn + Cnml ( Jn+ Kn) 

An instruction for such a machine will require 32 .bits: 16 bits to 

specify the function o€ the logic unit and four fields of four bits each to 
specify one of 16 registers into the two input busses and the two output busses 
of the logic unit. If a 32-bit data word is desired, this would be very con- 
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venient. I f ,  on the  other hand, a shor te r  data word such as 16 b i t s  seems a 

b e t t e r  choice, a s i m p l e  modification w i l l  allow the use of two 16-bit  words 

for  each of the ins t ruc t ions  while using one 16-bit  word f o r  data. 

I n  one design using the shor te r  word length, the  logic  r e g i s t e r  of the  

logic  u n i t s  w i l l  have two addresses, one fo r  the  lower ha l f  and one f o r  the 

upper ha l f .  

operation: complement the  l e a s t  s ign i f i can t  b i t  of logic  r e g i s t e r  2. The four 

l e a s t  s ign i f i can t  b i t s  of each logic  r e g i s t e r  w i l l  specify one of the two out- 

put busses of the logic  u n i t .  Thus, the  operation of logic  u n i t  4 a l t e r n a t e l y  

allows logic  u n i t  2 t o  s e l e c t  the upper and lower ha l f  of the logic  r e g i s t e r  

3. In t h i s  manner, t w o  consecutive locat ions s tored  i n  memory 1 w i l l  be t rans-  

f e r r ed  properly t o  logic  r e g i s t e r  3. One more modification i s  necessary: the 
machine word should r e a l l y  be 17 b i t s .  

whether i t  i s  the f i r s t  half  or the  second ha l f  of the  32-bit ins t ruc t ion .  

The logic  r e g i s t e r  w i l l  contain 33 b i t s .  Each t i m e  17 b i t s  a r e  loaded i n t o  

one-half of the logic  r e g i s t e r ,  the  17th b i t  of each half  w i l l  load the same 

33rd b i t  of the logic  r e g i s t e r .  The f i r s t  t i m e  the 33rd b i t  w i l l  be made a 

zero and the second time a one. When t h i s  33rd b i t  i s  made a one, the  logic  

u n i t  w i l l  perform i t s  function on the next memory cycle.  

The four th  logic  un i t  w i l l  have t o  be i n i t i a l l y  loaded with the 

The 17th b i t  w i l l  be used t o  t e l l  

J! 
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SECTION 4 

CDS SYSTEM TEST, CHECKOUT, AND EVALUATION 

4 . 1  TEST AND CHECKOUT 

The CDS depends on reprogramming t o  obtain i t s  high p roab i l i t y  of con- 

The system must contain provisions t o  t es t  f o r  e r ro r s ;  tinued performance. 

t o  diagnose and loca te  the f a u l t y  module; t o  r o l l  back t o  a minimum configura- 

t i o n  while r e p a i r  i s  being performed; f i n a l l y ,  t o  r e p a i r  the  CDS. Two d i f f e r -  

en t  types of tests a r e  used. I n  programming the  various functions performed 

within the  CDS, i t  i s  good programming prac t ice  t o  check the r e s u l t s  of com- 

putat ion f o r  consistency. For example, i f  an experiment has a dynamic range 

from 1 t o  100 u n i t s ,  then any computation which r e s u l t s  i n  our sending a 

reading o r  average of readings t o  e a r t h  outs ide of t h i s  range i s  incons is ten t  

with physical f a c t  and implies an exis tence of a f a u l t .  I n  addi t ion  t o  these 

consistency checks, there should be on-board a program which upon command 

per iodica l ly  can check whether o r  not a l l  u n i t s  a r e  functioning. 

may simply be performing the  same t a s k  with d i f f e r e n t  hardware, and seeing 

i f  the  r e s u l t s  match. The degree of sophis t ica t ion  of t h i s  checkout i s  a 

function of each p a r t i c u l a r  mission. 

This check 

Diagnosing an e r r o r  t o  a completely f a i l e d  module can be accomplished by 

means of subs t i t u t ion .  A set  of hardware can be used t o  t r y  a known problem; 

i f  a f a u l t  e x i s t s ,  s u b s t i t u t i o n  of ha l f  the hardware w i l l  determine i n  which 

ha l f  the e r r o r  i s .  A t  t h i s  point,  s u b s t i t u t e  ha l f  of t h i s  half again; and, 

by cont inuat ion of t h i s  halving process, one can zero-in on the f a u l t y  module. 

A t  t h i s  point,  a thorough tes t  of the module can be made t o  see what functions 

i t  i s  capable of performing. The d i f f i c u l t  problem i n  f a u l t  locat ion occurs 

when a u n i t  has an in t e rmi t t en t  fa i lure .  The only sure  so lu t ion  i s  pe r s i s t en t  

checks. 

A s  soon as a f a i l u r e  i s  detected,  i t  i s  incumbent on the CDS t o  r e v e r t  

t o  a s i m p l e  mode such as t ransmit t ing unprocessed data t o  earth before f a u l t  

locat ion and r e p a i r  i s  attempted. A t  th is  point,  i t  i s  not known what module 

i s  a t  f a u l t ;  i t  i s  necessary t h a t  the f au l t -de t ec t ion  program be s i m p l e ,  and 
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s tored  i n  two memories and t h a t  each of the i d e n t i c a l  programs use completely 

d i f f e r e n t  hardware. I n  t h i s  way, f i r s t  one and then the other  can be t r i e d  t o  

f ind  a good rol lback program. 

Repair i s  accomplished through subs t i t u t ion  of the f au l ty  module f o r  a 

good module, and by reprogramming a l l  programs which r e f e r  t o  the f a u l t y  mod- 

u l e .  When the programs a r e  f i r s t  wr i t ten ,  a l l  references t o  memory and t o  

hardware needed w i l l  be done symbolically. An assembler w i l l  ass ign absolute 

addresses t o  the symbolic addresses. A t  the same t i m e ,  i t  w i l l  produce tab les  

of these symbolic absolute equivalences and what i n s t ruc t ions  use what ad- 

dresses.  This information w i l l  be kept i n  a computer on ground; i n  the event 

of f a i l u r e ,  these tab les  w i l l  be searched t o  f ind  a l l  references t o  the f au l ty  

un i t .  A t  t h i s  point, uplink commands w i l l  be made t o  change a l l  required ad- 

dresses .  I f  a tape recorder i s  on-board with s u f f i c i e n t  capacity,  then some of 

these tab les  can be kept on the spacecraf t .  In  t h i s  case,  fewer commands w i l l  

be needed t o  make these reference changes. 

These commands w i l l  en t e r  the computer th rmgh two d i f f e r e n t  bus s t ruc-  

tu res .  The rece iver  w i l l  c o l l e c t  b i t s  u n t i l  20 b i t s  a r e  received. Four of 

these b i t s  w i l l  specify the r e g i s t e r  t o  be t ransfer red  to,  and 16 b i t s  w i l l  be 

the word t o  be t ransfer red .  For r e l i a b i l i t y  the word w i l l  go t o  two busses 

and the word w i l l  be t ransfer red  t o  two d i f f e r e n t  locat ions.  The software i n  
the computer w i l l  address only one of these locat ions,  but may use the other 

as  a check on the v a l i d i t y  of the word. The two busses each go t o  a d i f f e ren t  

set  of 16 r e g i s t e r s  t o  prevent a f a i l u r e  from stopping a whole bus system. 

The rol lback program re fe r r ed  t o  above w i l l  be sampling t h i s  r e g i s t e r  

from time-to-time, and through software w i l l  make the required changes. In the 

extreme event when the wri t ten-rol lback program is  not working properly, the 

20-bit  command w i l l  have t o  specify a log ic  u n i t  and boot-strap i n  the program. 

4-2 CAPABILITIES AND CHARACTERISTICS OF THE MULTIPAC CDS 

The following sec t ion  gives a preliminary est imate  of the proposed MULTI- 
This work w i l l  continue i n  PAC CDS c a p a b i l i t i e s  and comparison t o  Pioneer V I .  

the contract  extension and w i l l  be more f u l l y  reported i n  the f i n a l  report .  
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Table 4 - l g i v e s  an est imate  of the gross  c h a r a c t e r i s t i c s  of the proposed 

MULTIPAC da ta  processor a s  compared t o  the f igures  f o r  Pioneer V I .  The use 

of in tegra ted  c i r c u i t s  prevents a s i g n i f i c a n t  increase i n  weight and volume 

with the added complexity, but the MULTIPAC w i l l  probably requi re  about three 

times the power of the simpler machine. The added complexity does not lead 

t o  a lowered r e l i a b i l i t y  f igu re  though, pa r t ly  because of the use of i n t e -  

grated c i r c u i t s ,  which reduces the p a r t s  count, and pa r t ly  because of the 

MULTIPAC redundancy concept. 

Table 4-2 i s  the computed r e l i a b i l i t y  of the MULTIPAC; Table 4-3 is  the 

program which generated it .  A mathematical statement of i t s  operation i s  a s  

follows : i 

where 

where 

i 

R M =  

R N =  

NPC = 

FAILR = 

730 = 

NOMO = 

RP = 

RP = 

N =  

NS = 

m =  
R M =  

SYSR = 

RPn = 

SYSR = 

-NPC * FAILR 730 NOMO e 

Module r e l i a b i l i t y .  

Number of in tegra ted  c i r c u i t s  per module. 

Fa i lure  r a t e  per in tegra ted  circui t -hour .  

Number of hours i n  a month. 

Mission t i m e  i n  months. 

R e l i a b i l i t y  of a module pool. 

Number of modules i n  the pool. 

Number of surviving modules. 

Number of modules required f o r  operation. 

Module r e l i a b i l i t y  (from above). 

RPl 0 RP2 Rp3 RP4 

R e l i a b i l i t y  of module pool n. 

Ser ies  system r e l i a b i l i t y .  

RP5 RP6 * RP7 
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TABLE 4-2 

SOLAR PROBE CDU R E L I A B I L I T Y  

FAILURE RATE = Ifl@*@E-@9 FAILURES PER INTEGRATED CIRCUIT-HOUR 

MODULE TYPE NO. MODULES 

LOGIC UNIT 8 
MEMORY CONTROL 4 
REGISTER 11 
MULTIPLEXER 3 
TELEMETRY INPUT 2 
TELEMETRY OUTPUT 2 
TIMING AND CONTROL 1 

MISSION TIME 12 MONTHS: 

REL OF MOD 

.86988358 

.95882375 

.98954396 

.85712115 

.97919546 

.93887587 

.99127826 

NO. MOD REQ 

REL OF POOL 

.98357988 

.99@37698 
,99999999 
.94459@47 
.99956717 
.99626384 
.99127826 

PARTS COUNT 

171 
48 
12 
176 
24 
72 
19 

REL OF SYSTEM 

.99831328 

M I S S I O N  TIME 24 MONTHS: 

REL OF MOD 

.741126354 

.91934299 

.97 919546 

.73465667 

.95882375 

.88148799 
,98263258 

M I S S I O N  TIME 36 MONTHS: 

REL OF MOD 

.638@185@ 

.8814879@ 

.968956@8 

.62968978 

.93887587 

.82760772 

.97496231 

REL OF POOL 

,87353112 
.96 593746 
.99999999 
.82614285 
.9983@452 
.98595488 
,98263258 

REL OF POOL 

.68(6369@8 

.92845363 
99999998 
.69917294 
.99626384 
.97@2 8@9@ 
.974@6231 

REL OF SYSTEM 

.67357962 

REL OF SYSTEM 

.41@5@716 

4- 5 



TABLE 4-3 

FORTRAN PROGRAM FOR CALCULATING MULTIPAC CDS RELIABILITY 
v 

- - - - - FORTAN PROGRAM TO CALCULATE CDS RELIABILITY- -- - - - - 
110- 
120- 

140 
159 REAL FUNCTION WFACT(J) 
160 NFACT=l 
170 DO 18 I=1,J 
180 10 NFACT = NFACT*I 
198 END 
195------- PMNS: BINOMIAL DISTRIBUTION FUNCTION--- 
280 FUNCTION PMNS (N,MNS,PS) 

220 NS=N 
230 48 NJ?=N-NS 

13@----NFACT: A FACTORIAL FUNCTION---------- 

210 PMNS=@ 

240 POS=(NFACT(N) / (NFACT (NS) *NFACT(NF) ) ) *PS**NS* ( 1 - p ~ )  ** ( N-NS) 
250 PMNS = PMNS + POS 
260 NSZNS-1 
270 IF(NS-MNS) 3@,4@,4@ 
280 30 END 
290- 

31@---------- MAIN PROGRAM------------------- 
308- 

3 28 
330 DIMENSION NPC('I), NM(7) , NMR(7) ,RM(7) ,RP('I) 
340 PRINT 188 
3 50 188 FORMAT (21X, 27HSOLAR PROBE CDU RELIABILITY, / / 
360 + "FAILURE RATE: 'I) 
37a- 

3 98 INPUT, FA ILR 
488 PRINTI'NO. MODULES; NO.MODULES REQUIRED, PARTS COUNT,: 
410 INPUT, (NM( I) ,NMR(I) , NPC(1) , I=1,7) 

430 204) FORMAT(///,"FAILURE RATE = ",F5.lY"E-@9 FAILURES PER 
448 + INTEGRATED CIRCUIT-HOUR") 
450 PRINT 3063 
460 300 FORMAT(//,llX,"NO. MODULES",7X,"NO. MOD REQ",'IX, 
4763 +"PARTS COUNT", /)  
480 PRINT 400, 
490 4063 FORMAT(15X,13,15X,13,15X,l3) 
5663 DO 85@,NOM0=12,36,12 
510 PRINT 500,NOMO 
5 2 0 5 08 FORMAT ( / / / , l2HMIS S I O N  T IME , X , 12 , X , 'IHMONTHS : / / ,16X 
530 +lfdHREL OF MOD,'IX,1lHREL OF PO0Ly5X,13HREL OF SYSTEM,/) 

38(6----- INPUT FAILURE RATE + PART COUNTS----- 

420 PRINT 200. F A I L R * I ~ * * ~  

(NM( I )  ,NMR(I) ,NPC( I) , I=I,'I) 

540- 
5 50-- - - - - CALCULATIONS - - - - - - - - - 
570 RM(I)=EXP(-NPC(I)*FAILR*'I3~*NOMO) 
560 DO 7 ~ ~ , 1 = 1 , 7  

580 RP(I)=PMNS(NM(I),NMR(I),RM(I)) 
598 708 PRINT 8&d,RM( I) ,RP( I )  
6 88 868 FORMAT ( 15X, F9.8 , 8X,  F9.8) 
618 SYSR=RP(l) *RP(2)*RP(3)*RP(4)*RP(5)*RP(6)*RP(7) 
620 850 PRINT 900,SYSR 
63@ 900 FORMAT(49X,F9. 8) 
640 END 



Since the MULTIPAC operates as a group of interchangeable modules con- 
nected together by software assignment, successful operation of the MULTIPAC 
in a particular mode only requires that a sufficient number of each module 
type be operational. The figures in the "Number of Modules Required" column 
are those for normal processing capability as presently envisioned. Failure 
of this mode does not mean mission failure, however, since simpler modes can 
be implemented using the remaining operational modules and the mission can be 
continued with only slight degradation in processor capability. Thus, this 
reliability figure should not be compared to those predicting the likelihood 
of absolute failure. Another factor which should be noted also is that the 
failure rate for integrated circuits is arbitrarily chosen, intentionally 
pessimistic relative to other components for which data is known, until actual 
circuits are chosen and statistical data on them is available. 

The capabilities of the MULTIPAC processor depend on its ability to per- 
form as a stored program data processor. As such it is able to format data 
and perform calculations with great power and flexibility so long as a suffi- 
cient number of program steps are allowed it. This is limited by the real 
time requirement and the execution time of the program steps. 
and' generality of the MULTIPAC hardware, while enhancing reliability, also 
leads to a very simple machine-level instruction set. Approximately three of 
these micro-instructions are needed to execute a typical large computer in- 
struction. 
the use of very low-powered, slow, logic modules. The result is a design con- 
flict between processor capability and power consumption. Therefore, the 
question of serial vs. parallel machine organization was considered. 
sults of examining preliminary designs are tabulated as Table 4-4. 
concluded from these figures that comparable systems in speed and power can be 
built by using either l ow speed logic in parallel or high speed logic in serial. 
The parallel organization has a consistent edge in the speed-power ratio but a 
disadvantage in parts count and reliability, and the overall power of either 
serial or parallel organization is excessive for the design goal. 
of meeting the latter is by using mixed logic: high-powered fast logic in 
critical propagation paths, and slow low-powered logic in areas where it does 

The simplicity 

The low power budget of the data system in the spacecraft demands 

Some re- 
It was 

One method 

4-7 



TABLE 4-4 

EXAMPLES OF SPEED AND POWER FOR VARIOUS TYPES OF MACHINE ORGANIZATION 

Logic Type 

Fairchild LPDTuL 
4mw/FF: 180 ns 
2mw/gate: 65 ns 

Serial Para1 le 1 
12 bit 16 bit 12 bit 16 bit 

(based on (based on (based on (based on 
1752 pcs) 2584 pcs) 8768 pcs) 11776 pcs) 

1) Power consumption 3.4w 4.4w 7.9w 10.6~ 
2) Clock frequency 1. lmc 1 lmc 0.47mc 0.38mc 

2.711s 
4) Macroinstruction time* 46.511s 45.6~s 8.2us 8. lus 
5) Speed/power ratio** 6.3Kc/w 2.9Kc/w 15.4Kc/w 11.6Kc/w 

3 )  Microinstruction time 11.6~s 15.211s 2 lus 

Philco MWIII RTuL 
15mw/FF: 30ns 
3mw/gate: 14ns 

1) Power consumption 10.2w 
2) Clock frequency 5.4mc 
3 )  Microinstruction time 2.411s 
4) Macroinstruction time* 9.611s 
5 )  Speed/power ratio** 10.2Kc/w 

Philco MwIII RTuL as above but with 
Philco MEL(TTL) FF's 
2.2mw/FF: 20011s 

best 
choice 

1) Power consumption 4. ow 
2) Clock frequency 5.omc 
3 )  Microinstruction time 2.61151 
4) Macroinstruction time* 10.411s 
5) Speed/power ratio** 24 Kc/w 

13.6~ 
5.4mc 
3. lus 
9.4us 
7.8Kc/w 

4.8~ 
5.omc 
3.4us 
10.2us 
20.4Kc/w 

14.0~ 
2. Omc 
0.5us 
2. ous 
35.7Kc/w 

10. ow 
1.4mc 
0.7~s 
2.81-1s 
35.1Kc/w 

* Indexed add macroinstruction. 
** Rate of performing indexed add macroinstruction per watt of power. 

18.9~ 
1.7mc 
0.611s 
1.811s 
29.2Kc/w 

13.5~ 
1.2mc 
0.8us 
2.5us 
30.OKc/w 

4-8 



not determine machine operating speed. This is particularly advantageous in 
serial organization where most of the machine can use slow logic, and only 
the serial transfer paths determine machine speed. Furthermore, the fewer 
parts of the serial organization lead to less size, weight, and higher reli- 

ability. 
It is this configuration which was used to determine the estimates given in 
Table 4-1. 

The final design should be serially, utilizing mixed logic families. 

It can be concluded that the MULTIPAC processor specified here would have 
the flexibility and processing capability of a s l o w  general-purpose computer 
having an instruction execution time of 10 to 20 microseconds. 
can be further increased during machine design and programming by the choice 
of an optimized instruction set for the most used data formatting routines and 
by attention to efficient machine language programming. 

This capability 
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1. 

SECTION 5 

EFFICIENT FORMATTING AND FORMAT ASSEMBLY 

One of the main tasks of this program has been to establish the telemetry 
requirements for engineering and scientific data gathered by' a solar probe 
vehicle. Another has been to develop data formats and formatting techniques 
that not only satisfy the telemetry requirements but that also are efficient 
and adaptable to changing conditions and requirements both during the course 
of a mission and also from mission-to-mission. The formatting scheme we have 
developed meets these requirements by utilizing the programming and data pro- 
cessing capabilities of an on-board stored program digital computer. In Sec- 
tion 5.1 a description of the various formats developed under this program is 
presented. The results of an analysis that compares the efficiencies of the 
various Sylvania formats to one another and to Pioneer formats are discussed 
in Section 5.2. A discussion of the computer program that performs the func- 
tion of assembling the Sylvania formats from samples of engineering and science 
data is given in Section 5 . 3 .  

5.1 FORMAT DESCRIPTION 

Five different formats have been developed and implemented in the simula- 
tion model. These are: 

1) Fixed Engineering (FE)--This format contains only engineering 
data. The arrangement of engineering words within a frame is 
fixed . 

2) Fixed Low Bit Rate Science (FLBR)--This format contains primarily 
science data, but some engineering and status data is also in- 
cluded. The arrangement of words within a frame is fixed. This 
format has been tailored to handle science data when the downlink 
telemetry rate is 64 bits/sec or less. 

3) Fixed High Bit Rate Science (FHBR)--This format has essentially 
the same characteristics as the FLBR format, with the exception 
that it has been designed to work at telemetry rates of 128 
bits/sec or more. 
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4)  Variable Low B i t  Rate Science (VLBR)--This format i s  designed 
f o r  use when one o r  more of the s c i e n t i f i c  instruments is  turned 
off  by ground command. Under such conditions the sampling rates 
f o r  the functioning instruments are automatically increased and 
the telemetry format a l t e r e d  t o  maintain near ly  complete u t i l i z a -  
t i on  of the ava i lab le  down l i n k  telemetry rate. This pa r t i cu la r  
format i s  designed f o r  use a t  telemetry rates of 64 b i t s / s e c  o r  
less. 

5) Variable High B i t  Rate Science (VKBR)--This format has fea tures  
similar t o  those of the VLBR format, but i s  intended f o r  use a t  
b i t  rates of 128 b i t s / s e c  o r  more. 

A de ta i l ed  descr ip t ion  of these formats and a discussion of t h e i r  u t l l i t y  

a re  given i n  the following sect ions.  

5.1.1 Fixed Engineering Format 

One complete frame of t h i s  format cons is t ing  of s i x  128-bit  l i n e s  i s  

shown i n  Figure 5-1. Each l i n e  begins with an l l - b i t  l i n e  sync code, followed 

by an 18-b i t  s t a t u s  word. 

These words contain current  information on t i m e ,  spacecraf t  ro t a t ions ,  com- 

manded telemetry r a t e  and format, instrument on-off connnands, connnand l i n k  

b i t / r a t e ,  storage mode commands, and da ta  processing commands. The remaining 

Six d i f f e r e n t  such words appear i n  each frame. 

99 b i t s  i n  each l i n e  a re  used t o  telemeter out the e n t i r e  contents of the 

engineering l i s t .  They provide information on the s t a t u s  of a l l  on-board 

systems. One p a r i t y  b i t  f o r  each e igh t  da ta  b i t s  i s  generated and added t o  

t h i s  sec t ion  of the format. Two complete readings of the engineering l i s t  

are included i n  each s ix - l ine  frame. 

5.1.2 Fixed Science Format 

The f ixed science formats have been designed t o  include a maximum amount 

of usefu l  da ta  b i t s  and a minimum amount of i d e n t i f i c a t i o n  b i t s .  Most of the 

da t a  i n  these formats has one p a r i t y  b i t  added f o r  each e igh t  da t a  b i t s .  Engi- 

neering and s t a t u s  da ta  are included as subcom along with the science da ta  i n  

each frame. 

The f ixed low b i t  rate (FLBR) format i s  shown i n  Figure 5-2. It cons is t s  

of a sequence of 18 128-bit l i n e s .  Each l i n e  starts wi th  an l l - b i t  sync code. 
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I n  every o ther  l i n e  the sync code is followed by a 13-b i t  engineering subcom 

word. The f i r s t  7 b i t s  of each engineering word form a unique subcom i d e n t i -  

f i c a t i o n  (SID) code ind ica t ing  the source of the last  6 b i t s  which a re  the 

engineering data.  

l i s t  i s  scanned cyc l i ca l ly ,  only those engineering words t h a t  have changed 

s ign i f i can t ly  s ince the l a s t  time they were transmitted a re  picked up and put 

i n t o  the telemetry stream. Since many engineering measurements change very 

s l o w l y  o r  not a t  a l l ,  t h i s  technique r e s u l t s  i n  a ne t  compression of the engi- 

neering data .  The balance of each l i n e  i s  used t o  telemeter out the various 

The SID is  necessary because, while the engineering da ta  

instrument-associated da ta  blocks i n  a f ixed sequence. One pa r i ty  b i t  i s  

added f o r  each e igh t  da ta  block b i t s ,  except i n  the eighteenth l i n e .  

the l a s t  f i ve  b i t s  of the FPA data  block, the FBR subcom block, and the end- 

of-frame code a r e  transmitted without pa r i ty .  The FBR subcom block contains 

a cyc l i c  commutation of the s i x  FBR s t a t u s  blocks, the complete cycle require-  

ing s i x  successive frames. 

Here 

The fixed high b i t  r a t e  (FHBR) format i s  arranged i n  a s imi la r  fashion 

but with some d i f fe rences  i n  d e t a i l .  It is  shown i n  Figure 5 - 3 .  The engineer- 

ing subcom words appear every t h i r d  l i n e ,  the e n t i r e  frame i s  2 4  l i n e s  long, 

the sequence of da ta  blocks is modified, and two FBR subcom blocks instead of 

one appear i n  the l a s t  l i n e  of the frame. A t  a b i t - r a t e  of 512 b i t s / s e c  the 

FHBR format can handle a l l  instrument data  taken a t  the maximum sampling r a t e s ,  

i t  w i l l  provide a complete cycle of FBR s t a t u s  da ta  every 18 seconds, and i t  

w i l l  scan a l l  64 e n t r i e s  i n  the engineering l i s t  a t  l e a s t  once every 48 seconds. 

5.1.3 Variable Science Formats 

The var iab le  science formats have been devised so t h a t  the CDS program 

can automatically modify the instrument sampling r a t e s  and the telemetry format 

t o  maintain e f f i c i e n t  use of the downlink channel capacity i n  the event t ha t  

one o r  more instruments i s  turned of f .  A s  wi th  the fixed science formats, 

da ta  a re  assembled as  sampled i n t o  instrument-associated blocks. 

stream i s  then generated by output t ing these blocks i n  a cyc l i c  sequence. 

The telemetry 
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They d i f f e r  from those used w i t h  f ixed  formats pr imari ly  i n  t h a t  a 5 -b i t  block 

i d e n t i f i c a t i o n  ( B I D )  code i s  inser ted  a t  the beginning of each block. 
* 

The va r i ab le  low b i t  ra te  (VLBR) format i s  shawn i n  Figure 5-4. Each 

l i n e  starts w i t h  t he  usual  l l - b i t  l i n e  sync code followed by 7 b i t s  of l i n e  

d e f i n i t i o n  (LD). The LD is a binary number i n  the range 0 t o  110 (decimal) 

ind ica t ing  a t  which of the following 110 b i t s  i n  the  l i n e  the f i r s t  B I D  occurs. 

An LD of zero s i g n i f i e s  t h a t  no new blocks start i n  that l i n e .  The presence 

of t h e  LD permits format disassembly on a l ine-by-line basis ,  s ince  once a BID 
i s  located i n  a l ine ,  foreknowledge of the length of that  p a r t i c u l a r  block and 

i ts  i n t e r n a l  arrangement can be used t o  separa te  the  telemetry da ta  i n t o  i n t e r -  

p re tab le  groups. 

ra te  t o  r e a l i z e  t h i s  l ine-by-line disassembly feature may be unnecessary. 

provement i n  th i s  respec t  i s  r ead i ly  a t t a inab le  by providing l i n e  de f in i t i on  

information only f o r  every nth l i n e  rather than f o r  every l i n e  of the  format. 

The use of s o  l a rge  a f r a c t i o n  (7/128) of the  ava i lab le  b i t  

Im-  

The s c i e n t i f i c ,  engineering, and s t a t u s  da t a  are assembled i n t o  each 

l i n e  following the  l i n e  sync and d e f i n i t i o n  b i t s .  The g rea t e r  pa r t  of t h i s  

da ta  i s  assembled by scanning t h e  sequence l i s t  ( s e e  Figure 5-4),  which deter-  

m i n e s  the  order i n  which s c i e n t i f i c  da ta  blocks a r e  t o  be picked up. I f  cer-  

t a i n  instruments a r e  o f f ,  then the  corresponding e n t r i e s  i n  the sequence l i s t  
a r e  automatically skipped over i n  the  scanning process, and the  sampling r a t e s  

on those instruments t h a t  remain on are increased t o  maintain an overa l l  match 

between da ta  gathering and downlink telemetry rates. 
t o  each e ight  science da ta  b i t s .  

One p a r i t y  b i t  i s  added 

I n  addi t ion  t o  the  main sequence of s c i e n t i f i c  data  blocks, other  types 

of da ta  blocks are in se r t ed  i n t o  t h e  telemetry stream. One such i s  the  subcom 

block(S).  These appear a f t e r  the LD i n  every f i f t h  l i n e  of the VLBR format t o  

assure  t h a t  subcom data  are t ransmit ted a t  least t h i s  often.  Each subcom block 

cons i s t s  of 5 B I D  b i t s  t o  i d e n t i f y  the block, 7 subcom iden t i f i ca t ion  (SID) 

b i t s  t o  iden t i fy  the  subcom data,  and a va r i ab le  number of da t a  b i t s .  The 

da ta  may be p r i o r i t y  engineering o r  s t a t u s  data,  o r  i f  no p r i o r i t y  da ta  i s  

avai lable ,  engineering da ta  picked up from the engineering l i s t  i n  the same 

way as f o r  t he  engineering blocks i n  t h e  f ixed science formats. Subcom blocks 

are a l s o  inser ted  i n  the  b i t  stream t o  equalize the  CDS input and output da ta  
* 
See Figure 5-9. 
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rates. 
is always slightly less than can be accommodated by the downlink telemetry 
rate. As a result there will be times when the next data block in the main 
block sequence has not been filled with samples and is, therefore, temporarily 
unavailable. This condition is detected by means of a system of flags, and 
additional subcom blocks are assembled into the format as filler, until the 
awaited science block becomes available. 
sumed. 

The instrument sampling rates are chosen so that the data input rate 

The main block sequence is then re- 

There are two additional types of irregularly and infrequently occurring 
data blocks that are inserted into the telemetry stream. 
strument-associated subcom. These blocks contain information about the status 
of particular instruments, which is essential to the interpretation of that 
instrument's science data. 
main sequence block with which they are associated. The other such block type 
contains processed data. The last three entries in the main sequence list for 
the VLBR format are of this type. These are handled exactly like other main 
sequence blocks. However, the instrument on-off flag for these blocks is set 
to indicate a fictitious off condition except when processed data is available 
for insertion into the bit stream. 

One of these is in- 

These are inserted as needed immediately before the 

The operation of the variable format assembly program is such that it 
is not possible to predict or show the exact arrangement of data within the 
format under all conditions. However, the information necessary for interpret- 
ing the received telemetry data is present in the bit stream at all times. 
The illustration given in Figure 5-4 is only intended to give an approximate 
picture of what the VLBR format could look like under certain conditions and 
to demonstrate that a sufficient telemetry bit rate is available to handle the 
required data flow. 

The variable high bit rate (VHBR) format is shown in Figure 5 - 5 .  While 
it uses a different main block sequence list and has subcom blocks regularly 
inserted in every third rather than every fifth line, it is nevertheless 
assembled in the same manner as is the VLBR format. Indeed the same program 
is used to assemble both these formats. 
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5.2 FORMAT EFFICIENCY ANALYSIS 

This sec t ion  presents  the r e s u l t s  of an  ana lys i s  performed t o  a s c e r t a i n  

the  e f f i c i e n c i e s  of the var ious formats described i n  paragraph 5.1 r e l a t i v e  t o  

one another and t o  the  Pioneer Formats B (Science) and C (Engineering) described 

i n  Spec i f ica t ion  PC-121.01, 22 January 1965, issued by the ARC Pioneer Project  

Off ice. 

The format e f f ic iency  has been defined i n  the following way. A l l  of the  

formats considered cons i s t  of frames i n  which da ta  gathered i n  a cyc l i c  se- 
quence from the var ious sources a r e  assembled, together  with s u f f i c i e n t  addi- 

t i o n a l  information t o  i d e n t i f y  the  da ta  source and i t s  s t a t u s .  Each frame i s  

subdivided i n t o  a number of l i n e s  and each such l i n e  begins with a r ead i ly  

i d e n t i f i a b l e  sync-code, which f a c i l i t a t e s  decommutation of the received telem- 

e t r y  stream. 

format, they have been excluded from considerat ion i n  determining ef f ic iency .  

They do cons t i t u t e  a s ign i f i can t  f r a c t i o n  of the  t o t a l  telemetry stream, how- 

ever. 

l i ne ,  i . e . ,  6.25 percent of the  t o t a l ,  and i n  the  case of the var ious formats 

Sylvania has developed the re  are 11 sync b i t s  i n  each 128-bit l i ne ,  o r  8.60 

percent of the t o t a l .  The ef f ic iency  of a p a r t i c u l a r  format has been taken 

t o  be the  r a t i o  of the  number of b i t s  of science and/or engineering da ta  i n  

a frame t o  the  t o t a l  number of b i t s  i n  a frame excluding l i n e  sync b i t s .  

b i t s  include such things a s  mode and block I D  b i t s ,  frame sync b i t s ,  pa r i ty  

b i t s ,  and data  i d e n t i f i c a t i o n  b i t s  ( t i m e ,  channel, sec tor ,  vol tage level, ampli- 

tude and frequency range, e t c . ) .  

Since such sync b i t s  are an e s s e n t i a l  pa r t  of any telemetry 

I n  the case of the  Pioneer formats there a r e  6 sync b i t s  i n  each 96-bit 

Those 

The results of t h i s  ana lys i s  a r e  presented i n  Table 5 - l f o r  var ious in-  

strument on-off conditions.  A remark on the inf luence of p a r i t y  b i t s  on these 

f igu res  i s  i n  order a t  t h i s  point. I n  generating e f f ic iency  f igu res  f o r  the  

Pioneer formats, p a r i t y  b i t s  have not  been counted i n  the t o t a l  of non-sync 

bits/frame, whereas they have been included i n  the  corresponding t o t a l s  f o r  

the  Sylvania formats. 

cent  p a r i t y  b i t s ,  the comparison between Pioneer and Sylvania formats on the  

bas i s  of Table 5-1 is  weighted somewhat i n  favor of Pioneer. 

f a c t  the Sylvania formats are i n  every case more e f f i c i e n t  w i t h  pa r i ty  than 

a r e  the  corresponding Pioneer formats without pa r i ty .  

Since a l l  the latter formats include from 7 t o  10 per- 

Despite t h i s  
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TABLE 5-1 

TELEMETRY FORMAT EFFICIENCY FOR VARIOUS CONDITIONS 

Format 

Instruments On-Off  

1 O f f  2 O f f  
A l l  On Best Worst Best Worst 

Pioneer C,  Engr. 0.811 

Pioneer B, S c i .  0.648 0.620 0.448 0.517 

Sylvania, Engr. 0.892 

Sylvania, FLBR 0.816 0.715 0.672 0.585 

Sy lvania , FHBR 0.828 0.789 0.622 0.729 

Sylvania, VLBR 0.723 0.742 0.724 0.734 0.709 

Sylvania, VHBR 0.744 0.751 0.734 0.755 0.694 

In  the  case of t he  Pioneer and Sylvania f ixed  engineering formats, the  

f a c t  t h a t  t he  la t ter  i s  completely packed and t h e  former i s  not,  more than 

o f f s e t s  t he  decrease i n  e f f i c i ency  r e s u l t i n g  from the  inclusion of p a r i t y  b i t s .  

A graphic comparison of t he  var ious science da ta  formats i s  presented i n  Fig- 

u re  5-6 f o r  d i f f e r e n t  instrument on-off conditions.  I n  t h e  case where a l l  

instruments a r e  on and functioning the  Sylvania f ixed  l o w  and high b i t  r a t e  

(FLBR and FHBR) formats have e f f i c i ences  between 80 and 85 percent while the  

Pioneer B format i s  only about 65 percent e f f i c i e n t .  Under these conditions 

the  var iab le  formats (VLBR and VHBR) are less e f f i c i e n t  than the  f ixed  Syl- 

vania formats, but  more e f f i c i e n t  than Pioneer B. 

I n  the  case where one or  more instruments are turned off or  malfunction- 

ing,  t h e  consequent degradation i n  a l l  of t he  f ixed formats i s  i n  proportion 

t o  the  number of da ta  b i t s  contr ibuted by nonfunctioning instruments r e l a t i v e  

t o  the  t o t a l  number of da ta  b i t s  i n  t h e  p a r t i c u l a r  format. 

worst cases have been .analyzed f o r  both one instrument and two instruments o f f .  

Cer ta in  bes t  and 

With one instrument o f f ,  Figure 5-6 shows t h a t  the  e f f i c i e n c i e s  of both 

v a r i a b l e  formats (VLBR and VHBR) remain e s s e n t i a l l y  unchanged independent of 
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which instrument i s  turned o f f .  The f ixed formats, 

a r e  degraded and the  bes t  and worst e f f i c i e n c i e s  of 

both Pioneer and CDS, 

any p a r t i c u l a r  format a r e  

q u i t e  widely spread. 

i n  excess of t he  worst case VLBR and VHBR formats. 

Only the  bes t  case, FHBR format maintains an e f f ic iency  

With two instruments o f f ,  the  two var i ab le  formats maintain t h e i r  e f f i -  

c ienc ies  w e l l ,  while a l l  of the  f ixed  format e f f i c i e n c i e s  are fu r the r  reduced. 

The bes t  case Pioneer B e f f ic iency  i s  down t o  about 50 percent. Only the  best  

case FHBR format continues t o  be comparable i n  e f f ic iency  t o  the two va r i ab le  

formats. 

The 

1) 

2 )  

3 )  

4) 

conclusions t o  be drawn from t h i s  ana lys i s  a r e  a s  follows: 

The CDS formats a r e  s i g n i f i c a n t l y  more e f f i c i e n t  even when 
pa r i ty  i s  included than a re  the corresponding Pioneer formats. 

The CDS var iab le  science formats a re  l e s s  e f f i c i e n t  than 
a re  the f ixed science formats when a l l  experiments a re  working. 

The f ixed science format e f f i c i e n c i e s  drop off  rap id ly  as data  i s  
l o s t  due t o  inoperat ive instruments. The va r i ab le  science format 
e f f i c i e n c i e s  a re ,  however, r e l a t i v e l y  constant under these condi- 
t ions .  

With two o r  more instruments not  functioning, the var iab le  formats 
a r e  more e f f i c i e n t  than are the f ixed  formats. Even with only one 
instrument o f f ,  the worst case va r i ab le  formats a r e  s i g n i f i c a n t l y  
more e f f i c i e n t  than are the worst case f ixed formats. 

5 . 3  FORMAT ASSEMBLY SUBROUTINE 

The Format Assembly Subroutine (FAS), which i s  p a r t  of the  data  system 

simulation program, is used t o  generate the  f i v e  d i f f e r e n t  formats described 

i n  paragraph 5 .1 .  
wi th  the  commanded format and telemetry r a t e  it outputs a segment of telemetry 

da ta  consis t ing of a number of b i t s  equal t o  the  cur ren t  telemetry r a t e  i n  

b i t s / s ec .  

mode has been commanded and a s torage mode frame is  being assembled, the  FAS 

w i l l  be entered a second t i m e  before the spacecraf t  r o t a t i o n  counter is ad- 

It i s  entered once each spacecraf t  ro t a t ion  and i n  accordance 

It then re turns  t o  the  c a l l i n g  program. I f  the duty cycle  s torage 

vanced. A t  

i n  the  VHBR 

the  c a l l i n g  
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such a second en t ry  the  FAS generates 512 b i t s  of telemetry data  

format a s  pa r t  of a s torage mode frame. 

program. 

It then re turns  again t o  



1 

‘ I  
1 

The ove ra l l  program flow con t ro l  within the FAS i s  shown i n  Figure 5-7. 

Before the  simulation program i s  s t a r t e d ,  i n i t i a l  condi t ions a r e  s e t  which 

force  the  flow indicated by double a r r m s  i n  t h i s  f igure .  

entry t o  the  FAS, f l o w  through the  s torage mode f l a g  test  i s  t o  the  l e f t .  

telemetry r a t e  (TLMR) and format i n  use by the  FAS are then compared aga ins t  

those i n  the cormnand tab le .  I f  a change has occurred, t he  new commands w i l l  
be accepted a f t e r  the  cur ren t  format l i n e  i s  completed. 

of new commands assures  no disturbance i n  the pe r iod ic i ty  of l i n e  sync codes 

Thus a t  the  f i r s t  

The 

This delayed execution 

i n  the  telemetry stream. The FAS then assembles a number of b i t s  equal t o  the  

TLMR i n  the se lec ted  format. 

f o r  t he  current  r o t a t i o n  has been completed. 

A t  t h i s  point t he  main mode telemetry assembly 

The remaining s t eps  i n  the  flow cha r t  of Figure 5-7 a r e  a l l  r e l a t ed  t o  

The s torage mode of operation the  assembly of storage mode telemetry data.  

i s  executed on command and r e s u l t s  i n  the  assembly of data  i n  the  512 b i t / s ec  

WBR format f o r  on-board s torage and later transmission. It i s  executed on a 

duty-cycle bas i s  once every 256, 512, 1024, o r  2048 spacecraf t  ro t a t ions  i n  

accordance with the  commanded duty cycle .  A t  the  beginning of each storage 

mode cycle  one complete frame of s torage mode data  i s  assembled by scanning 

the  VHBR block sequence l ist  once. 

of course, on which instruments a r e  on. 

The a c t u a l  length of such a frame depends, 

Referring once more t o  Figure 5-7, the s torage mode change i n h i b i t  test 

serves t o  prevent the  acceptance of a command f o r  discontinuance of the  s t o r -  
age mode of operation during a time when a storage mode data  frame i s  being 

assembled. 

around t h a t  pa r t  of the program t h a t  accepts and i n t e r p r e t s  storage mode com- 

mands. 

when no change i s  detected i n  the  s torage mode commands. 

i s  turned on, ENTRY connects t o  point S; i f  it i s  turned of f ,  ENTRY connects 

t o  point X. 

ing  the  next spacecraf t  ro t a t ion .  

The var iab le  program linkage labeled ENTRY i s  used t o  cont ro l  flow 

This bypass path i s  followed when a s torage mode change i s  inh ib i ted  o r  
I f  the  storage mode 

I n  the  l a t t e r  case, the FAS is  exi ted,  and w i l l  be reentered dur- 

I f ,  however, t he  s torage mode i s  turned on, t he  next s t ep  i n  the  FAS is  
t o  test  f o r  the s t a r t  of a new storage mode frame. This decision is  based on 

whether o r  not the  number of r o t a t i o n s  comprising the  s torage mode duty cycle  
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has been completed s ince  the  last s torage mode frame was assembled. 

t he  FAS w i l l  be ex i ted  u n t i l  the  next ro t a t ion .  I f  it i s  t i m e  t o  start  a new 

frame, then the  s torage mode duty cycle execute switch (SMDCESW), t he  s torage 

I f  not, 

mode i n h i b i t  f l ag ,  and the  s torage mode f l a g  a r e  a l l  set. 
turned t o  the  c a l l i n g  program. 

gated. 

Control i s  then re- 
A t  every such r e tu rn  the  SMDCESW i s  in t e r ro -  

I f  it i s  not  s e t ,  t he  simulation advances t o  the  next spacecraf t  ro t a -  

t i on .  I f ,  however, it i s  set, then the  data  sampling rout ine  i s  used t o  gather 
and arrange i n  block s torage da ta  f o r  the  s torage mode frame. 

done, the  FAS i s  reentered. 

the  storage mode f l a g  i s  set. 
128-bit  l i n e  a t  a time. This assembly terminates e i t h e r  a t  the  end of the  

frame o r  a f t e r  a t o t a l  of 512 b i t s  has been assembled. I n  the  former case 

both the  storage mode change i n h i b i t  and the  s torage mode f l ags  a r e  r e s e t .  

I n  the l a t t e r  case only the  s torage mode f l a g  i s  r e s e t ,  s ince the  present frame 

i s  s t i l l  incomplete. 

A f t e r  t h i s  i s  
Flow i s  now t o  the  r i g h t  i n  Figure 5-7 because 

The s torage mode da ta  frame i s  assembled, one 

The process of gathering and arranging i n  block storage a l l  of t he  data  

t h a t  make up a complete s torage mode frame may requi re  from one t o  twelve 

spacecraf t  ro t a t ions  depending on which instruments a r e  on and which are of f .  

When the  process has been completed, the  SMDCESW is reset by the  sampling 

program. 

lower center  of Figure 5-7. 

the complete assembly of a s torage mode frame, the s torage mode change i n h i b i t  

f l a g  i s  used t o  force  program flow d i r e c t l y  t o  the  s torage mode assembly block 

u n t i l  the  cur ren t  frame i s  complete. 

block i s  bypassed u n t i l  i t  i s  time t o  s t a r t  t he  next s torage mode frame. 

The r e s e t t i n g  of the SMDCESW i s  detected by the t e s t  shown i n  the 

Since t h i s  event w i l l  normally occur p r io r  t o  

Thereafter,  t he  s torage mode assembly 

The flow char t  used i n  coding the  format assembly simulation program i s  
presented i n  Figure 5-8. 

packing and parity-forming operations,  t o  process the  block sequence l i s t s ,  t o  

e f f e c t  var iab le  cont ro l  of program linkages, and t o  decode and i n t e r p r e t  com- 

mands a r e  shown i n  complete d e t a i l .  

Here the  s t eps  required t o  implement the  various b i t -  
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SECTION 

ACCEPTANCE TEST PROCEDURE FOR 

6 

SYSTEM SIMULATION MODEL 

The system simulation model and the telemetry formats have been defined 

i n  Appendix I and Section 5 .  The Acceptance T e s t  Plan and Procedure was 

spec i f ied  i n  Section 3 of the  August 1966 Progress Report. 

The output of the system simulation exercise is a telemetry b i t  stream. 

The telemetry format and b i t  ra te  a r e  v a r i a b l e  ( f i v e  formats and e igh t  b i t  

ra tes) .  The Acceptance T e s t  Plan and Procedure s p e c i f i e s  t h a t  a l l  b i t s  i n  

the b i t  stream a r e  to be iden t i f i ed  e i t h e r  as data  from an instrument sampled 

a t  a pa r t i cu la r  t i m e ,  pa r i ty ,  subcom, sync, or l i n e  de f in i t i on .  The cor rec t -  

ness of each processing algorithms i s  t o  be confirmed by comparison with 

previously prepared hand computations, o r  the  processing algorithms a r e  t o  

be i so l a t ed  from the main program and exercised with s p e c i a l  t es t  functions 

fo r  which the processed output i s  known. 

The data  input  cons i s t s  of 10,000 records of simulated data.  The f i r s t  

300.records of data  were pr inted out  and employed t o  confirm t h a t  the co r rec t  

data  w e r e  appearing a t  s p e c i f i c  locat ions i n  the telemetry format. The System 

Simulation Command Table (Appendix 11, Table 11-1) i s  input ted i n t o  t h e  

program by typewriter.  It spec i f i e s  opera t iona l  parameters f o r  the simulation. 

The command and telemetry b i t  rates and the format a r e  spec i f ied  fo r  each 

simulation run. Spec i f ic  science and engineering l i n e s  may be ca l led .  

sys tem,  and antenna gain are  input  parameters. A l l  experiments may be 

switched “on“ or  “of f .  ‘I 

Five processing subroutines may be executed via  the System Simulation Command 

Table. 

of s ignal- to-noise  r a t i o  and b i t  e r r o r  r a t e  (BER) can be commanded. Each 

simulation run is executed over a spec i f i c  number of spacecraf t  revolut ions.  

Provisions are  ava i l ab le  fo r  r e i n i t i a l i z i n g  the counters and s torage f l ags  

each simulation run, t o  f a c i l i t a t e  the  checkout procedures. Typewriter code 

37 i s  the s i g n a l  f o r  the  program t o  execute. 

Range, 

Spec i f ic  instrument operating s ta tes  may be commanded. 

The s torage  mode and associated duty cycle  can be commanded. Pr intout  

A formal checkout procedure was prepared for  the Acceptance T e s t .  The 

checkout procedure was employed i n  debugging and exercis ing the simulation 

program. ,The  checkout procedure i s  de t a i l ed  i n  Appendix 11. 
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SECTION 7 

SYSTEM SIMULATION ANALYSIS AND EVALUATION 

The system simulation defines the basic and ancillary functions that a 
stored program computer can provide the experimenters. 
teristics of the CDS are dominated by power, weight, volume, component "state- 
of-the-art", and reliability considerations. The system simulation analysis 

The external charac- 

tailors the simulation results to a computer which is dictated by component 
state-of-the-art and power budgets. 

FORTRAN was agreed upon as the universal language to be used for the simu- 
lation program. 
ments; machine language coding has been used for these segments. 

However, FORTRAN is grossly inefficient for some program seg- 

7 . 1  PROGRAM MAP 

The simulation program requires 15,900 CDC-3200 memory locations. The 
main program comprises 9600 instructions. 
constants, tables, and intermediate storage; 1000 of these storage locations 
are reserved for the spectral analysis subroutine. 
for call subroutines; 700 of these are for the printout subroutines. 1000 
storage locations are used for ancillary subroutines such as sine, cosine, 
error function, random number generator, etc. Six hundred of the 9600 instruc- 
tions are required for the processing subroutines. 

4800 storage locations are used for 

1450 locations are required 

Program segments 
@ --e, @de, @ --e, @--e, @-a, @ --@ , and 
@ -@ * require 115, 312, 717, 648, 1177, 2452, and 2503 instructions, 
respectively. 

The simulation program is coded with approximately 2500 FORTRAN instruc- 
A close scrutiny of the flow charts and program listings leads to the tions. 

conclusion that the entire instruction list could be coded in approximately 
2500 machine language instructions. The 4800 storage locations can be reduced 
to 3800 by eliminating the spectral analysis subroutine. It is estimated that 
the storage locations required for constants, tables,'etc., can be reduced to 

* Specified in Figure 7-1. 

7-1 



Q 

Q Q r--l IMPLING 6 ITORAGE INPUT SCIENCE 
DATA 

UP-DATE FORMAT 
ASSWBLY TABLES 

FORMAT ASSEMBLY 
AND PARITY SUBR 

1 I 
901 

SPIN DEMODUWlON 
S U I  

i 

UP-DATE STORAGE 
MODE FORMAT AS- 
SEMBLY TABLE 

FORMAT ASSEMBLY TELEMETRY LINK POURIZATION EL- 
LIPSE MAX-MIN SUML 

PLASMA PROBE 
(MAX. RADIANTI 

UP-DATE SUBCOM 
LISTS 

COMMAND LINK 
SIMULATION 

PRINTOUT SUBR 

RE-ESTABLISH I NORMALMODE I 
COMWND TABLE 

L+; START COMMAND TABLE UP- 
DATE SUBR 

ESTABLISH PRIORITY 
SUBCOM 

90s 

INSTRUMENT 
COMMANDS 

4 

4 
INSlRUMENT OPER- 
ATING MODES 

SAMPLING INCRE- 
MENT 6 DIGITAL 
FILTER CUT-OFF 
FREQUENCY 

i 
DIGITAL Fl LTER 
SUBR 

940 

QUANlILf SUBR 

t 
I COMMAND TABLE 

SUBSTITUTION 
FOR STORAGE MODE I 0 

SAMPLING INCREMENT 
6 DIGITAL FILTER CUT- 
OFF FREQUENCY 

t y  , ---+--I 

UP-DATE SUBCOM DIGITAL fILTER 
TABLES 

i 
> J 0 PRIORITY SUBCOM 

INSTRUMENT 
COMMANDS 

OPERATING MEAN 6 VARIANCE 

SPECTRAL ANALYSIS 
SAMPLING INCRE- 
MENT AND DIGITAL 
FILTER CUT-OFF 
FREQUENCY 

DIGITAL FILTER 

957 

SAMPLING 6 STORAGE 
SUBR 

6 6 
Figure 7-1 . Program Routine Executed Each Spacecraft Revolution 

7-2 



1500 by improved flaw charting and consolidation of the format assembly and 
other ancillary tables. .Thus, the entire program can be packed in 4000 CDC- 
3200 storage locations. 

7.2 EVALUATION PROCEDURES 

The program execution times from instruction list entries 
@ --@ --@ --@ --@ -@ --@ --@ have been "clocked . ' I  The 

program segment @--@ starts after data input and includes the RP S5 
line maximum and minimum subroutines, the PP maximum subroutine, and the spin 
demodulation subroutine. Program segment @ --@I updates subcom tables 
and various spacecraft revolution counters. The program segment @ --@ 
includes updating priority subcom, indexing instrument-associated subcom in 
accordance with command table requests, and establishing quadrant, sector, and 
voltage flags; it also includes the sampling period computation subroutine and 
the digital filter subroutine. The program segment @--@ includes the 
quantile, mean and variance, and spectral analysis processing subroutines. 
The program segment @ -@ includes the high bit rate sampling and packing 
subroutine (HBRS&P) . 
rate and storage mode packing and sampling subroutines and updates the format 
assembly tables. The program segment @ -c @ constructs the format. 

The program segment @ -- @ includes the low bit 

Table 7-1 shows the "clocked'! execution times for specific program seg- 
ments in the simulation program for telemetry rates of 512 and 1024 bits/sec. 

There is no significant difference in execution time for the variable and fixed 
science formats. The FAS (Format Assembly Subroutine) dominates the time re- 
quired at high bit rates. 

The HBRS&P subroutine, program segment @ @, requires between 60 
to 90 milliseconds per second for execution at bit rates exceeding 512 bits/ 
sec. This subroutine comprises 1177 instructions. However, there are 45 
calls to FILL and 19 calls to MOV at high bit rates during the execution of 
this subroutine. The FILL and MOV subroutines comprise 187 
respectively. The number of instructions executed for this 
12,000 per second at high bit rates. The average execution 

and 48 instructions, 
subroutine exceeds 
time per CDC-3200 
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TABLE 7-1 

EXECUTION TIME PER PROGRAM S E m N T  I N  MILLISECONDS 

= 512 B/S 

'ROGRAM ~ SEGMENT 

VHBRF; TLMl 

TOTAL TIME 
_ I _  

UB LB 

90 60 

30 0 

90 60 

30 0 

90 60 

30 0 

360 240 

VHBRF; T W  

UB LB 
ALL PROC "ON" 

UB LB 

90 60 

30 0 

90 60 

30 0 

90 60 

30 0 

720 480 

90 60 

3 O* 0 

90 60 

30 0 

90 60 

30 0 

360 240 

720 420 720 420 11 1080 660 

= 1024 B/S 
ALL PROC ''OFF" 

UB LB 

90 60 

30 0 

90 60 

30 0 

90 60 

30 0 

720 480 

1080 660 
* 
Minimum t i m e  r e s o l u t i o n  i s  30 mi l l i seconds  e 

i n s t r u c t i o n  i s  2.5 microseconds. 

g r e a t e r  than 30 mil l i seconds .  
An e f f i c i e n t  code has  been w r i t t e n  f o r  program segment a@. The e f f i -  

c i e n t  i n s t r u c t i o n  l i s t  con ta ins  600 i n s t r u c t i o n s  and r e q u i r e s  1500 microseconds 

per  second f o r  execution. 

coding ranges from (20-45)/1 f o r  program segment 

The t o t a l  execut ion t i m e  i s  est imated t o  be 

The measured va lue  i s  60 t o  90 mi l l i seconds .  

The t i m e  r a t i o  improvement obtained by e f f i c i e n t  

-. @. 
Five  of the 19 c a l l  subrout ines  employed are executed f requent ly ,  and 

r e q u i r e  approximately 7 percent  of t h e  computer running time a t  512 b i t s / s e c .  

These are c a l l e d  KSHIFT, KBSHIFT, MOV, FILL, and PARITY. 

made of t h e  average number of t i m e s  t h e  c a l l  r o u t i n e s  are executed per  second 

a t  a te lemetry ra te  .of 512 b i t s / s e c .  

each c a l l  r o u t i n e  i s  employed per  second f o r  a s c i ence  format and t h e  t i m e  

requi red  per  c a l l .  

Counts have been 

Table 7-2 shows t h e  number of times 
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C a l l  Routines 

KSHIFT 

K2 SHIFT 

MOV 

FILL 

PARITY 

Table 7-3 shows the  percentage of t i m e  i n s t ruc t ions  executed f o r  e f f i c i e n t  

F i f ty - f ive  percent of t h e  t i m e  i s  spent loading and s tor ing;  c a l l  subroutines. 
20  percent of t he  t i m e  i s  spent sh i f t i ng ;  and t h e  remaining t i m e  i s  dedicated 

t o  a n c i l l a r y  functions such a s  indexing, t e s t ing ,  and branching. 

T i m e / C a l l  
No. of Calls/Second (Micros ec onds ) 

30 45 

2 12 75 

19 100 

45 400 

50 600 

TABLE 7-3 

INSTRUCTIONS EXECUTED FOR EFFICIENT CALL SUBROUTINES 

I n s  t r u c  t i ons 

LDA (Load A) 

STA (Store  A) 

SHA ( S h i f t  A) 

SHAQ( S h i f t  AQ) 

SWA (Store  Word Address) 

INA (Increase A) 

AZJ  ( T e s t  and Branch) 

DQ (Load Q) 
STQ (Store  Q) 

STI (S tore  Index) 

UJP (Unconditional Jump) 

ETC 

% of Time Executed 

30 
19 
13  

7 
6 
4 
2 
2 
2 
2 

2 

2 
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When the  c a l l  subroutines are 
the  execution t i m e  i s  reduced by a 
rout ines ,  by a f a c t o r  of 5 f o r  t h e  

reprogrammed e f f i c i e n t l y  i n  machine language, 

f a c t o r  of 7 f o r  t h e  KSHIFT and KPSHIFT sub- 

MOV subroutine, 28 f o r  t he  FILL subroutine, 

and 14 f o r  the PARITY c a l l  subroutine. 

The in s t ruc t ions  executed f o r  an e f f i c i e n t  machine language program have 

been analyzed f o r  t he  HBRS&P subroutine. 

i n s t ruc t ions  are executed f o r  t h e  HBRS&P subroutine are shown i n  Table 7-4. 
i n  CDC-3200 ins t ruc t ion  code. 

The percentages of t i m e  ind iv idua l  

TABLE 7-4 

INSTRUCTIONS EMPLOYED BY VARIABLE AND FIXED 
SCIENCE SAMPLING AND PACKING SUBROUTINES 

Ins t ruc t ions  

LDA (Load Accumulator) 

A Z J  (Test  Accumulator and Branch) 

STA (Store  Accumulator) 

STQ (S tore  Contents of Q Register)  

SHAQ( S h i f t  AQ Registers) 

LDQ (Load Q Register)  

SHA ( S h i f t  Accumulator) 

I N 1  ( Increase Index) 

ADA (Add t o  Accumulator) 

$ of Time Executed 

28 
2 1  
11 
10 
10 
10 
7 
2 

1 

Table 7-4 i s  representa t ive  of the  in s t ruc t ions  employed by the  var iab le  

and fixed science sampling and packing subroutines.  

of the time i s  dedicated t o  loading the  accumulator o r  Q r e g i s t e r .  Approximately 

25 percent of t he  t i m e  i s  spent i n  indexing, t e s t ing ,  and branching; 15 percent 

of the  time i s  spent sh i f t i ng ,  and 20 percent s tor ing .  The ar i thmetic  compu- 

t a t i o n s  a r e  negl ig ib le .  

Approximately 40 percent 

Selected port ions of the  FAS subroutine have been examined. The c a l l  sub- 

rout ines  used by the FAS subroutine a r e  dominated by K2SHIFT and KSHIFT. 

FAS subroutine i s  unsuited f o r  FORTRAN. Detailed sc ru t iny  of s t a t i s t i c a l l y  

se lec ted  segments of t h i s  program have produced a lower bound t o  the time- 

The 

7-6 



expansion f a c t o r  relative t o  an  e f f i c i e n t l y  encoded machine language vers ion 

of t he  subroutine which i s  20 -c 45/1. 
qui re  coding the flow from 935 - 4015 i n  CDC-3200 language and "clocking" the  

execution t i m e .  It has al ready been mentioned t h a t  the  t i m e  expansion f ac to r  

f o r  the  program segment @@ i s  20 - 45/1. This means t h a t  70 percent 

of the  program has a t i m e  expansion f ac to r  of a t  l e a s t  20 t o  1. 

To arrive a t  a precise  number would re- 

00 

The various processing subroutines requi re  approximately 15 percent of the 

program time a t  TLMR = 512 b i t s / s ec .  The subcom iden t i f i ca t ion ,  tagging, and 

format assembly and command t ab le  updating requi re  an addi t iona l  15 percent a t  

TLMR = 512 b i t s / s ec .  A l l  or  some of the  processing subroutines can be elimin- 

a ted  i f  a t i m e  bind develops. 

only with sampling, packing, format assembly, and outputting. 

A minimum-system model configuration i s  concerned 

If the  sp in  demodulation, plasma probe maximum radiant ,  and rad io  propa- 

gat ion experiment S max imum and minimum subroutines are eliminated, program 

segment @ m 5 r e q u i r e s  no program t i m e .  If the subcom tab le s  a r e  only 

updated every minute, f o r  example, the  program segment @@ w i l l  average 

l e s s  than one millisecond/second of running time each spacecraft  revolution. 

The program segment 905 -. 940 updates instrument-associated subcom, executes 

commands, computes the sampling in s t an t ,  and f i l t e r s  magnetometer data .  A 

rol lback t o  a minimum configuration would r e s u l t  i n  the  elimination of the  

d i g i t a l  f i l t e r  subroutine. 

gram segment t o  less than 10 milliseconds. 

nated by tes t  and move ins t ruc t ions ,  more e f f i c i e n t  coding would reduce the  

o r ig ina l  execution t i m e  t o  less than two mill iseconds f o r  the  program segment e@. I f  the  quant i le ,  mean variance, and spec t r a l  ana lys i s  subroutines 

a r e  eliminated, program segment @@ w i l l  r equi re  no execution t i m e .  

The estimated program execution t i m e  f o r  the  rol lback Configuration i s  approxi- 

mately 10 -c 20 milliseconds f o r  a TLMR of 512 b i t s / s ec .  Note t h a t  only the  

FAS subroutine execution t i m e  w i l l  increase f o r  t e l e m e t r y  rates of 1024 b i t s /  

sec and higher. This i s  because the experiments are being sampled a t  t h e i r  

maximum r a t e s  a t  512 b i t s / s ec  and the program recycles only once a second 

regardless  of the  telemetry rate. The t i m e  t o  execute the  FAS subroutine 

doubles a s  the  TLMR goes from 512 t o  1024. 

00 
This would reduce the  execution t i m e  f o r  t h i s  pro- 

Since t h i s  program segment i s  d m i -  
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If the average ratio of macro-instructions for the CDS/CDC-3200 is lO/l, 
the CDS will require 100 -e 200 milliseconds per second to service a rollback 
configuration at 512 bits/sec. 
time for the CDC-3200 for the simulation program is 2 . 5  microseconds. 
telemetry rate of 1024, the execution time is approximately 150 -e 400 milli- 
seconds per second. A more accurate estimate requires recoding the simulation 
model in machine language. 

The average macro-instruction execution 
At a 

7 . 3  SYSTEM SIMULATION RESULTS AND CONCLUSIONS 

The system simulation results have been evaluated in terms of the CDS 

memory and macro-instruction execute times which are practical in view of the 
physical constraints on power, volume, weight, and reliability. 

The "map" of instruction and memory locations and associated analysis re- 
veal that the CDS storage requirement is approximately 6000 words of 16 
bits each. 

The FORTRAN program compiled into 9600 CDC-3200 instructions. By clocking 
the execution times of specified program segments and then writing an efficient 
machine code for these segments, it was found that time expansions of 20 -e 45/1,  
due to the way the FORTRAN program compiled into CDC-3200 language, were the 
rule rather than the exception. 
are made, the entire program can be executed in approximately 10 -e 20 milli- 
seconds at 512 bits/sec and 15  - 40 milliseconds at 1024 bits/sec. A 

revised flow and complete CDC-3200 language program would be needed to refine 
the estimates. If the ratio of CDS/CDC macro-instruction execution time is 
10, the CDS will be occupied 100 - 200 milliseconds/second with execution of 
the instruction list. 
another 100 milliseconds/second to the execute time requirements at high bit 

If simple operational and procedural changes 

The input/output servicing time requirements may add 

rates. In addition, the executive routine 
may add another 100 milliseconds/second to 
that the CDS machine.may be busy 350 - 600 
sec. 

which assigns tasks in time sequence 
the time required. This implies 
milliseconds/second at 1024 bits/ 
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A machine word size of 16 bits appears to be appropriate. 
sion is required for the processing algorithms. 
fied by less than 16 bits. The principal advantage of a 16-bit word size lies 
in power conservation. A four-bit operation code and a 12-bit address field 
are specified. Each 16-bit data word has 15 bits for data and one bit for 
sign. 
total storage may end up in the 100,000- to 200,000-bit range. 

Double preci- 
Virtually all data is speci- 

Since there is a tendency to underestimate storage requirements, the 

The postulated machine instructions include add, subtract, move, shift 
left or right, test for zero and branch, mask, read, and write; mask, move, 
and pack instructions occur frequently during format assembly. Multiply and 
divide instructions occur very infrequently and can probably be provided by 
software . 

Rough calculations based on the assumption that the CDS will require ap- 
proximately 1500 logic gates and 100,000 bits of memory yield the following 
results. 
present Pioneer data system (weight = 20 pounds, volume = 1/2 fte3). 
require 2 to 4 times as much power (10 -c 20 watts). 
etry rate of 8 -c 2048 bits/sec. 
functions of the current Pioneer data system, it would provide data processing 
and variable formatting capabilities. 

The CDS would have approximately the same weight and size as the 
It would 

It would support a telem- 
In addition to performing all of the 

To have been able to give explicit answers which would have made the CDS 
design seem comfortably obtainable would have required that the simulation be 
tailored to a postulated CDS design. 
for the CDS design is that the designer must squeeze every bit of performance 
out of the system within the restraints. The present system simulation holds 
to a reasonable degree for a specific set of experiments. 
modate a wider breed of experiments than those postulated for the simulation 
model. 

The most significant answer we can offer 

The CDS must accom- 
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APPENDIX I 

SYSTEM SIMULATION MODEL 

The Data Simulation subroutine generates da ta  f o r  exercis ing the system. 

The Simulation Model Summary ou t l ines  the program cycle executed each space- 

c r a f t  revolution. 

verbal izes  flow cha r t  logic .  

The Detailed Flow Chart descr ip t ion  of t he  Simulation Model 

1.1 DATA SIMULATION SUBROUTINE 

The Data Simulation subroutine generates da ta  representat ive of what has 

been measured i n  the so l a r  environment f o r  exercis ing the simulation model. 

Estimated temporal and dynamic va r i a t ions  of the s o l a r  environment have been 

incorporated i n t o  the Data Simulation Subroutine. 

i n s u f f i c i e n t  experimental evidence and theor ies  t h a t  requi re  experimental 

evaluation. 

The est imates  a re  based on 

The output of the Data Simulation subroutine i s  a l i s t .  Data samples a re  

ordered in  the l i s t  independently of the temporal sampling sequence. 

I. 1.1 Temporal Sampling 

A spoke-wheel angular reference generator (spacecraf t  (S/C) angular 

reference clock) d iv ides  a S/C r o t a t i o n  of 360' i n t o  128 equal sec tors .  

the S/C r o t a t e s ,  the sun i s  successively scanned by the magnetometer, plasma 

probe, cosmic ray telescope, VLF experiment, neutron de tec tor ,  and rad io  pro- 

A s  

experiment. 

The sunline f o r  each s c i e n t i f i c  instrument corresponds t o  the (S/C)AC 

The sunl ine f o r  the magnetometer corresponds t o  the indicated i n  Table ' I -1 .  

i n s t a n t  t h a t  the S/C An t, (S /C)AC,  equals zer  
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TABLE 1-1 

SUNLINE CORRESPONDING TO S/C ANGULAR COUNT ( (S/C)AC)  

( s /c) AC 
Modulo 

128 

Magne- Stanford Neutron Cosmic Plasma 
tometer Rad. Exp. Detector VLF Exp. Ray Probe 
Sunline Sunline Sunline Sunline Sunline Sunline 

2 1  
~- 

0 107 85 64 4 3  

The (S /C)AC,  i n  conjunction with spacecraf t  r o t a t i o n  counters, specify 

the in s t an t s  a t  which da ta  l ines  a re  sampled. The magnetometer, rad io  propa- 

gation, and neutron de tec tor  experiments a re  sampled a t  the (S /C)AC promul- 

gated i n  Table 1-1 each S / C  revolution; the VLF, cosmic ray,  and plasma probe 

experiments are  sampled cyc l i ca l ly .  

( S / C ) A C  = [64 + q4 y] modulo 128. q is  a quadrant counter; it i s  incre-  4 
mented every spacecraf t  ro t a t ion ,  t e s t ed  fo r  q4 = 4 ,  and r e s e t  t o  zero as 

12  8 necessary. The cosmic ray experiment is  sampled a t  (S /C)AC = [43 + q16 -73-1 
modulo 128. 

tes ted  f o r  q16 = 16,  and r e s e t  as necessary. The Plasma Probe experiment i s  

sampled a t  (S /C)AC = 2 1  + q15 15 neares t  integer  modulo 128.. The q15 

counter i s  incremented every spacecraf t  revolut ion,  t e s t ed  for q15 = 15,  and 

r e s e t  as necessary. 

The VLF experiment is sampled a t  

The q16 counter i s  incremented each spacecraf t  revolution, 

I f  the angular sec tors  a re  not equal, the (S /C)AC a t  which the sampling 

takes place is  spec i f ied  by a more complicated expression than exhibited.  For 

the purpose of generating data  t o  exercise  the simulation model i t  has not 

seemed necessary t o  c rea te  a one-to-one correspondence between the sampling 

in s t an t s  a t  which data  i s  generated and the time a t  which it would be sampled 

f o r  a r e a l  instrument. 
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Since it  i s  occasionally necessary t o  sample more than one instrument 

a t  a given ( S / C ) A C  and S / C  r o t a t i o n  count, a p r i o r i t y  order is assigned i n  

Table 1-2. 

TABLE 1-2 

PRIORITY ORDER FOR SAIWLING 
WHEN MULTIPLE SAMPLES ARE REQUIRED FOR A (S/C)AC 

P r i o r i  t ie  s 

Stanford Radio Propagation Exp. Line S5 

Magnetometer 

Stanford Radio Propagation Exp. Lines S1, S2, S3, S4, S5 

Neutron Detector 

VLF Exper imen t 

Cosmic Ray Experiment 

Plasma Probe Experiment 

. The magnetometer l i n e s  defined i n  Table 1-3 a re  sampled uniformly four  

times per S/C revolution. 

revolution; 15  d i f f e r e n t  azimuth sec to r s  a r e  sampled sequent ia l ly  (one sector  

per S/C revolu t ion) .  The cosmic r a y  l i n e s  a re  sampled once per S/C revolu- 

t ion.  On successive revolut ions,  the azimuth a t  which a sample i s  taken i s  

The plasma probe l i n e s  a re  sampled once per S/C 

stepped; it has been assumed t h a t  the measurement cycle w i l l  be completed i n  

16 S/C revolut ions.  The VLF da ta  l i n e s  a r e  sampled once per S/C revolution; 

the measurement cycle i s  four S / C  revolut ions.  

a re  sampled once per S/C revolution. 

ment l i nes ,  SI, S2, S3' S4, and S6, a re  sampled once per S/C revolution. 

S line i s  sampled 128 times per S / C  revolution. 

The neutron de tec tor  l i n e s  

The Stanford Radio Propagation Experi- 

The 

5 
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Ins  trument s I Data Lines 

Magnetometer 

Plasma Probe 

Cosmic Ray 
Exp . 

VLF Exp. 

Neutron 
Detect or 

Stanford Radio 
Prop. Exp. 

B i t s  per Line 

TABLE 1-3 

DATA INPUT SPECIFICATIONS 

5 counters 

E ? E  Y E  Y 

x2 z1 22 Ex , 1 

M2 
16 (PHA) 

( 9,9, 13 , 7 , 17) 
6 

10 

B B  Bx' y' z 
El.. .E8 

2 (PJW 

8 

7 

( 5 , 7 )  

3 counters I ( 1 4 , 1 4 3 0  

Sampling Rate per Line 

4 t i m e s  per S/C revolu t ion  

once per S/ C revolu t ion  

once per S/C revolu t ion  

once per S/C revolu t ion  

once per S/ C revolu t ion  

once per S/C revolu t ion  

once per S/C revolut ion 

once per S/C revolut ion 

once per S/C revolut ion 

128 t i m e s  per S/C revolution 

1.1.2 Data Generation 

The data  word has the general  mathematical form promulgated i n  Table 

1-4. 

i za t ion .  

and 5 are waveform parameters; 

The waveform parameter, Ai, i s  a random va r i ab le  t h a t  per turbs  the ins tan ta-  

neous radian frequency, 00 (i). Y t i  i s  a random phase. 

s u per s c r i p t den o tes the 'I i t h  " d a t a  l i n e  o r  instrument. 

t r ibu ted  or Gauss random var iab le .  

The waveform parameters are s t i p u l a t e d  by computer cards  during i n i t i a l -  

The kl ( i) , k i i ) ,  and k3 ( i )  are constants .  The parameters wo ( i )  , Ai, 

( i )  is  the  instantaneous radian frequency. *O i 

The "i" subscr ip t  or 

(RV) i s  a uniformly d i s -  

The Data Simulation subroutine generates da ta  a t  the  t i m e  spec i f ied  by 

(S/C)AC modulo 128; the temporal sequence i s  recorded i n  the  science da ta  

l i s t .  The correspondence between the temporal sampling sequence and the 

science da ta  l i s t  i s  promulgated i n  Table 1-5. 
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Experiment 

Radio Propagation 
(S5) 

Magnetometer 

Radio Propagation 
(sl * * *  s4, '6) 

Neutron Detect or 

VLF 

Cosmic Ray 

Plasma Probe 

TABLE 1-5 

STORAGE LOCATION CORRESPONDENCES 

Ancillary 
Counters (S/C) AC Reference 

(0,1,2, ... 127) 

LAS (5); 107 

LAS (4) ; 85 

to nearest integer 

1-8 

Science List 
Storage Locations 

LIS (58-185) 

LIS (0-2; 3-5; 
6-8; 9-11); 

LIS (53-57; 
'2 9 s3 , '4 3 '6) 

LIS (33-52; PHA 
1-16, neutron, gamma, 
charged particle 
counts , respective ly) 
LIS (27-32; Ex , 

1 
E > E  > E  , M y  

M2) 
=1 "2 22 

A h  
LIS (20-26; Dl, D3, 

LIS (12-19; El ... E8) 



Data words are w r i t t e n  on magnetic tape each S/C revolut ion.  LIS (0-11; 
* B  , B  B B , B , B ; Bx , B , BZ ) define the 

x3 y3 23 4 y4 4 
, , x2 yzY z2’ x1 y1 

s torage  locat ions f o r  the  magnetometer data .  LIS (12-19; El, E2, E3, E4, E5’ 

E6, E7, E ) define the s torage  locat ions f o r  the plasma probe data .  

D D E E  D D D E  D D D 5 D4) def ine  the s torage  locat ions ‘1’ ‘3’ 1 2 3 4’ 1 2 3 4’ D1D2D4’ 1 2 3 4’ 

f o r  the cosmic r ay  experiment. LIS (27-32; E , E , E , E , M1, %) define 

the s torage  locat ions f o r  the  VLF experiment. LIS (33-52; PHA 1...16, neutron 

count, gamma count, charged p a r t i c l e  count) def ine the  s torage  locat ions f o r  

the neutron de tec tor  experiment. 

l i n e s  of the rad io  propagation experiment. 

readings of the S l i n e  of the rad io  propagation experiment. Locations LIS 
(186-285) are reserved. The S/C Angular Count, (S/C)AC, i s  the  primary counter 

modulo (128) used i n  the  program. The (S/C)AC is i n i t i a l l y  s e t  t o  zero. An- 

and n16, respec- c i l l a r y  counters, modulo 4, 15, and 16, designated n 

t i ve ly ,  are se t  t o  zero  i n i t i a l l y .  A queue sequence counter, Q, used i n  se- 

quence bookkeeping procedures, is  reset  t o  zero whenever the (S/C)AC changes 

t o  zero modulo 128. 

i n  a n c i l l a r y  s torage  locat ions,  LAS - LAS + 8. 

LIS (20-26; 8 - -  - 

x1 z1 x2 z2 

LIS (53-57; S1, S2, S3, S4, S6) def ine f i v e  

LIS (58-185; S5) represent  the 128 

5 

4’ n15’ 

The correspondences between (S/C)AC and LIS are s tored  

- -  
Data from l i n e s  D1D2E3E4 ( 9 ) ,  D1D2D3D4 (9) , D1D2D4 (131, E1D2D3E4, and 

D4 (17)  promulgated i n  Table 1-4 undergo histogramming, and are s tored  with a 

reduct ion i n  prec is ion  as D1D2D3D4 (5), D1D2D3E4 ( 3 )  , DlE2E4 ( 4 )  , E1D2D3E4 ( 3 )  , 
and D4 (6) i n  the science d a t a  l i s t .  

- -  

The simulated input  science d a t a  i s  t r ans fe r r ed  in  blocks of 285 words 

i n t o  memory loca t ions  i n  the CDC 3200 once per S/C revolut ion.  

1 . 2  SIMULATION MODEL SUMMARY 

Figure 1-1 summarizes the program executed each spacecraf t  revolution. 

A t  START the Science Data L i s t  i s  input ted t o  the computer. 

t i o n  subroutine removes r o t a t i o n a l  e f f e c t s  from the magnetometer data .  The 

Polar iza t ion  E l l ip se  Max-Min subroutine determines the  max imum and m i n i m u m  

The Spin-Demodula- 0 
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INPUT SCIENCE 

SPIN DEMODULATION 

4 
INSTRUMENT 
COMMANDS - 

+ 
POURlZATlON EL- 
LIKE MAX-MIN SUBR 

i 
PLASMA PROBE 
(MAX, RADIANT) 
SUBR 

UP-DATE SUBCOM 

ESTABLISH PRIORITY 
SUBCOM 

INSTRUMENT 
COMMANDS 

ATING MODES 
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Figure 1-1 . Progrrlm Routine Executed Each Spacecraft Revolution 
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values of the S5 l i n e  of the r ad io  propagation experiment. The Plasma Probe 

Maximum and Radiant subroutine spec i f i e s  the  m a x i m u m  f lux ,  and the associated 

channel and sec to r  f o r  the most recent  120 da ta  samples. 

l i s t s  a r e  up-dated from the Command Table. 

moved i n t o  the P r i o r i t y  Assembly tab le .  

the format assembly t ab le s  a re  updated.. Instrument-operating modes a r e  ex- 

amined and the format assembly tables a r e  updated when necessary. The r a t e  

a t  which the sampling format is  t o  be executed i s  computed. The cutoff  f r e -  

quency fo r  the D i g i t a l  F i l t e r  subroutine i s  computed. The Dig i t a l  F i l t e r  sub- 

rout ine i s  executed. The Quantile subroutine computes s i x  quant i les  from 1000 
samples of the D4 l i n e  of the Cosmic Ray experiment. 

subroutine computes the mean energy l e v e l  and variance of a 64-bucket, 1000- 
sample histogram f o r  neutron events. 

putes 10 weighted s p e c t r a l  components of the M 1  l i n e  of the VLF experiment f o r  

1000 da ta  samples. The Sampling and Storage subroutine samples appropriate 

data  l i n e s  a t  spec i f ied  spacecraf t  revolut ions and moves data  i n t o  storage 

blocks. The Format Assembly 

subroutine assembles the telemetry format. The b i t  e r r o r  r a t e s  and the s igna l -  

to-noise r a t i o s  a re  computed f o r  the telemetry and command l inks .  

out subroutine outputs measures of system performance, Command Table parameters, 

and telemetry a s  required.  

Anci l lary subcom 

P r i o r i t y  subcom is  iden t i f i ed  and 

Instrument commands a r e  executed and 

The Mean and Variance 

The Spec t ra l  Analysis subroutine com- 

The format assembly t ab le s  a r e  then updated. 

The p r i n t -  

The Command Table i s  updated. 

The rout ine en te r s  Storage Mode operation. I f  the Storage Execute Mode 

i s  not executed, the program branches t o  @ where the Dig i t a l  F i l t e r  subrou- 

t i n e  i s  executed f o r  magnetometer data .  

normal mode commands a r e  res tored  t o  the Command Table. The program branches 

back t o  START . I f ,  on the other  hand, the Storage Execute Mode i s  sched- 

uled,  the appropriate Storage Mode l i s t s  and t ab le s  a r e  updated. Instrument 

command and operat ional  changes a re  executed. 

s tored.  

a re  smoothed by the Dig i t a l  F i l t e r  subroutine. 

storage mode da ta  blocks. 

bles  the format and assigns pa r i ty .  

The program branches t o  @ where 

0 
Sampling times a re  computed and 

The d i g i t a l  f i l t e r  cu tof f  frequency i s  computed; magnetometer data  

Data are sampled and s tored i n  

The Storage Mode Format Assembly subroutine assem- 

Normal mode parameters a r e  res tored  t o  

the Command Table. The program branches t o  

1-11/1-12 



rY PEW RITE R 
CODE 

1 

2 

3 

4 

5 
6 

7 
8 

9 

10 

11 

12 

13 
14 

15 

16 

17 

18 

19 
20 

21  

22 

23 
24 

25 
26 

27 

28 

29 
30 
3 1  
32 
33 

34 
35 

36 

37 

APPENDIX I1 

ACCEPTANCE TEST PROCEDURE FOR SYSTEM SIMULATION MODEL 

TABLE 11-1 

SYSTEM SIMULATION COMMAND TABLE 

IACHINE 
ADDRESS 

.OPS 

,OPS+ 1 

,OPS+ 2 

,OPS+ 3 

,OPS+4 
LOPS+ 5 

 LOPS+^ 
LOPS+7 

LOPS+8 

LSW 

LSW+ 1 

LSW+ 2 
LSW+ 3 

LSW+4 

LSW+5 

~ S w + 6  
LSW+7 

LSW+8 
LSW+ 9 
LSW+ 10 
LSW+ 11 

LSC 

LSC+ 1 
LSC+2 
LSC+3 
LSC+4 
PROC 

PROC+ 1 

P ROC+ 2 
STR 
STR+ 1 

PRINTOU 
KK ROT 

KILLSPI 
KILLDIG 

INIT 

GO 

DESCRIPTION 

sommand L i n k  B i t  Rate (1, 2 ,  4, 8 B/S) 

r e l e m e t r y  B i t  Rate (8 ,  16, 3 2 ,  64, 128 ,  256 ,  512 ,  
1024 B/S) 

Te leme t ry  Format  (ENG, FLBR, FHBR, VLBR, VHBR) 

S c i e n c e  Subcom I d e n t i f i c a t i o n  ( 7  B i t s )  

E n g i n e e r i n g  Subcom I d e n t i f i c a t i o n  ( 7  B i t s )  

Range (MKM) 
SKDL ( S c a l e d  by i n  Computer) ( 2 3  B i t s )  

SKUL ( S c a l e d  by 10-2 i n  Computer) ( 2 3  B i t s )  

Antenna Ga in  ( 2 3  B i t s )  

MAG (On /Of f )  (1) 

PP (On/Off )  (1) 

C R  (On /Of f )  (1) 
VLF (On/Off )  (1) 
ND (On/Off )  (1) 
RP (On/Off )  (1) 
PP Energy  L e v e l  Command (1) 
VLF F i l t e r  Command (1) 

S c i e n c e  Subcom Command (1) 
E n g i n e e r i n g  Subcom Command (1) 
CR C a l i b r a t e  Command (1) 
Magnetometer O p e r a t i o n  Commands ( 1) 
MAG O r i e n t a t i o n  (1) 

MAG S e n s i t i v i t y  ( 2 )  
MAG Bias ( 3 )  
PP - V o l t a g e  L e v e l  ( 5 )  
VLF - F i l t e r  C e n t e r  F requency  (3 )  

ND - Mean & V a r i a n c e  S u b r o u t i n e  (1) 

CR - Q u a n t i l e  S u b r o u t i n e  (1) 
VLF - S p e c t r a l  A n a l y s i s  S u b r o u t i n e  (1) 
S t o r a g e  Mode ( 1) 
S t o r a g e  Mode Duty C y c l e  (1) 
S/N, BER f o r  TLM & Command L i n k s  (1) 
E x e r c i s e  Program f o r  S p e c i f i e d  No. of R o t a t i o n s  (23 
Spin-Demodulation S u b r o u t i n e  ( 1) 
Dig i t a l  F i l t e r  S u b r o u t i n e  (1) 
I n i t i a l i z e  B e f o r e  Run S t a r t s  (1) 

S t a r t s  S i m u l a t i o n  Run 

OPE RAT1 ONAL 
COD E 

[ O  -3) 
( 0  -+7) 

( 0  -41 

( 0  +ON,  

( 0  +ON, 

(0 *ON, 

( 0  *ON, 

( 0  +ON, 
( 0  +ON, 

*OFF) 

+-OFF ) 

+OFF) 

*OFF) 
+OFF) 
*OFF) 

( 1 +EXECUTE) 
( 1 +EXECUTE) 

( 1 *EXECUTE) 
( 1 *EXECUTE) 

( 1 +EXECUTE) 

( 1 +EXECUTE) 

( 1 +EXECUTE) 

( 1  +EXECUTE) 
(1 +EXECUTE) 
( 1 +EXECUTE) 
(1 +EXECUTE) 

(1 +EXECUTE) 

(1 +-INHIBIT) 
(1 +INHIBIT) 

( 1 *EXECUTE) 



11.1 FORMAT CHECKOUT PROCEDURE 

1) P r i n t  ou t  300 records of s c i e n t i f i c  data tape .  R e r o l l  tape.  

2) P r i n t  ou t  Engineering L i s t .  

3 )  P r i n t  o u t  Command Table. 

11.1.1 Fixed Engineerinp Format (FENGF) 

Move 1 t o  LOPS. 

Move 512 t o  LOPS+l. 

Designate FENGF i n  LOPS+2. 

Move z e r o  t o  LOPS+3 and LOPS+4. 

Move 223-1 t o  LOPS+S. 

Move 1 t o  LOPS+6 and LOPS+'I. 

Move 223-1 t o  LOPS+8. 

Move z e r o  t o  LSW -LSW+11. 

9)  Move z e r o  t o  PROC - PROC+2. 

10) Move z e r o  t o  STR -. STR+l. 

11) Move 1 t o  PRINTOUT. 

11.1.2 P r i n t  Out One Frame of FENGF 

1) Check CODE (11). 

2) Check d a t a  and p a r i t y  v e r s u s  Engineering L i s t  f o r  s p e c i f i e d  
p a r i t y  a lgori thm. 

3)  Check BER' s. 

4)  Repeat procedure f o r  a l l  te lemet ry  rates. 
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11.1 .3  Change Command Table  Values 

1) Move 1 t o  LSW - LSW+11. 

2) 

3) 

4) 

5)  

6) Move 1 t o  LES+63. 

7)  Move 512 t o  LOPS+1. 

Move 1 t o  LSC - LSC+4. 

Move 1 t o  LOPS+3 - LOPS+4. 

Move 1 t o  PROC -c PROC+2. 

Move 1 t o  STR - STR+l. 

11.1.4 P r i n t  Out One Frame of FENGF 

1) Check FBR L i s t .  

2) 

3) 

4) 

Check p a r i t y  on l a s t  d a t a  word. 

Compare a g a i n s t  p r i n t o u t  of 11.1.1. 

FENGF has been checked out. 

11.2 FIXED HIGH B I T  RATE FORMAT (FHBRF) 

1) R e r o l l  d a t a  t a p e  t o  beginning.  

Move 8 t o  LOPS. 

Move 512 t o  LOPS+l. 

Move FHBRF d e s i g n a t i o n  t o  LOPS+2. 

Move z e r o  t o  LOPS+3 -c LOPS+4. 

Move z e r o  t o  LSW + LSW+11. 

Move zero t o  LSC - LSC+4. 

Move zero t o  PROC - PROC+2. 

Move z e r o  t o  STR + STR+1. 
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11.2 .1  P r i n t  Out Frame of  FHBRF 

1) 

2)  Check CODE( 11). 

3) Check ENG( 13) .  

4)  Check CODE( 1 7 ) .  

5) 

6) Check FBR subcom. 

7) Check BER's .  

S i x  records  of i npu t  are requi red .  

Check d a t a  and p a r i t y  i n  d e t a i l .  

11 .2 .2  Change Command Table f o r  FHBRF - 

1) 

2)  

3) 

4) 

5 )  Check FBR subcom. 

6) Check BER' s .  

7)  R e r o l l  i npu t  d a t a  tape .  

Move 1 t o  LSW - LSW+5. 

P r i n t  ou t  a frame of FHBRF. 

Data b i t s  should be a l l  zeros .  

"LES+8" - "LES+15" should appear i n  FHBRF frame. 

8) 

9) 

Move ze ro  t o  LSW - LSW+5. 

P r i n t  out  frames of FHBRF a t  TLMR's of 128, 256, 1024 b i t s / second.  

10) Checkout of FHBRF complete. 

11.3 FIXED LOW BIT RATE FORMAT (FLBRF) 

R e r o l l  i n p u t  d a t a  tape.  

Move 64 t o  'LOPS+1. 

Move FLBRF des igna t ion  t o  LOPS+2. 

P r i n t  ou t  a frame of FLBRF ( r e q u i r e s  36 inpu t  records) .  
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3 

1 
.3 

5) Check CODE( 11). 

6)  Check ENG(13). 

7)  Check CODE( 1 3 ) .  

8) Check FBR subcom. 

9) Check d a t a  and p a r i t y .  

11.3.1 FLBRF ( A l l  Instruments  Off) 

1) Move 1 t o  LSW - LSW+5. 
2 )  

3) Check ENG( 1 3 ) .  

4) Check FBR subcom. 

5) Check CODE( 1 3 ) .  

6) Check p a r i t y .  

P r i n t  ou t  frame of FLBRF. 

11.4 VARIABLE LOW BIT RATE FORMAT (VLBRF) 

1) R e r o l l  i n p u t  da t a  tape .  

2 )  Move 4 t o  LOPS. 

3) Move 64 t o  LOPS+l. 

Move VLBRF des igna t ion  t o  LOPS+2. 

P r i n t  ou t  one frame of VLBRF ( r e q u i r e s  40 i n p u t  r eco rds ) .  

Check SYNC( 11). 

Check LD(7) f o r  known format.  

Check S(V) . 
Check d a t a  and p a r i t y  a g a i n s t  i npu t  f o r  known p a r i t y  a lgori thm. 

Check block formats and BID(5) f o r  each block. 

R e r o l l  i n p u t  da t a  tape .  
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1 2 )  Move 1 t o  LSW. 

13)  

14) Check aga ins t  input  and previous frame. 

15) Rero l l  input  da ta  tape.  

16) 

P r i n t  out one frame of VLBRF. 

Check aga ins t  possible  instrument "on-off" combinations. 

17) Rero l l  input  tape.  

18) Try other  telemetry r a t e s .  

11.5 VARIABLE HIGH BIT RATE FORMAT (VHBRF) 

1) Rerol l  data  tape.  

2 )  Move 512 t o  LOPS+1. 

3)  

4) Move 1 t o  LOPS. 

5) 

6) 

7 )  Check CODE( 11). 

8) Check LD(7). 

9) Check S ( V ) .  

Move VHBRF designation t o  LOPS+2. 

Move zero t o  LSW -.c LSW+11. 

P r in t  out frame of VHBRF ( requ i r e s  14 input  records) . .  

10) 

11) 

Check data  and p a r i t y  aga ins t  input f o r  known p a r i t y  algorithm. 

Rero l l  input  data  tape and repeat  above procedure a t  TLMR's of 
128, 256, 1024 bits/second. 

1 2 )  Rero l l  input tape.  

1 3 )  Repeat above procedures f o r  combinations of instruments "on1' and It off  I t  . 

11.6 SUMMARY O F  FORMAT CHECKS 

1) FENGF checked out. 

2 )  VHBRF and VLBRF checked out. 
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3) 

4) 

5)  FBR subcom checked ou t .  

6 )  P a r i t y  a lgori thm checked ou t .  

7) 

FHBRF and FLBRF checked out .  

Engineering subcom and Engineering L i s t  checked out .  

Operation a t  d i f f e r e n t  formats and te lemet ry  rates checked out .  

11.7 VARIABLE FORMAT COMMAND CHECKOUTS 

1) R e r o l l  i npu t  d a t a  tape .  

2 )  Move 1 t o  LOPS. 

3) Move 512 t o  LOPS+l. 

4) 

5)  Move 7 t o  LOPS+3 and LOPS+4 [ S I D ( 7 )  = 7, S I D ( E ) ( 7 )  = 71. 

6)  

Move VHBRF des igna t ion  t o  LOPS+2. 

Move ze ro  t o  LSW -c LSW+5. 

. 7 )  Move 1 t o  LSW+8 -. LSW+S. 

8) 

9) 

Move zero  t o  LSC -c LSC+4. 

Move zero  t o  PROC .IC PROC+2. 

10) Move ze ro  t o  LSW+6, LSW+7, LSW+lO, and LSW+11. 

11) 

1 2 )  PRINTOUT ( z e r o  o r  1) a t  opera tor  op t ion .  

Move zero  t o  STR -c STR+1. 

13) P r i n t  out  frame of VHBRF, 

14) Check S ( V )  and f i l t e r  subcom. 

15) R e r o l l  input  tape .  

16)  

17)  Move 1 t o  LSC -c LSC+2. 

18) 

19) Check "MAGSA". 

Move zero  t o  LSW+8 - LSW+S. 

P r i n t  ou t  frame of VHBRF. 
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20) Check "LSW+11". 

21)  Rero l l  input  da ta  tape.  

22)  Move 1 t o  LSC+3 -c LSC+4. 

23) Move 1 t o  LSW+6 ..c LSW+7. 

24) P r i n t  out a frame of VHBRF. 

25) 

26)  Rerol l  input  data  tape.  

27)  

28) 

29) 

Check data  preamble f o r  Plasma Probe and Cosmic Ray da ta  blocks. 

Move 1 t o  STR and STR+l. 

P r i n t  out one frame of Storage Mode Format. 

Check aga ins t  VHBRF f o r  TLMR = 512 bits/second. 

11.8 PROCESSING ALGORITHM CHECKOUT PROCEDURES 

11.8.1 Simple Processing Algorithms 

1) Maximum and Minimum Values of S5 Line of RP Experiment 

a )  P r i n t  out input  da ta  l i s t .  

b) Compare with "LS5MAX" and "LS5MIN". 

2 )  Max Flux and Radiant f o r  Plasma Probe 

a )  P r i n t  out input  da ta  l i s t  over 15 S/C ro ta t ions .  

b) Compare with "LFMAX". 

3) Spin-Demodulation Subroutine 

a )  Compare da ta  l i s t  before subroutine with data  l i s t  
a f t e r  subroutine.  

b) Compare with pre-computed values.  

11.8.2 Dig i t a l  F i l t e r i n g  Subroutine 

1) I s o l a t e  subroutine. 

2 )  Input t es t  funct ion ( cons t an t ) .  

3) P r i n t  out the  output. 
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11.8.3 Spec t ra l  Analysis Subroutine 

1) I s o l a t e  subroutine.  

2 )  

3 )  P r i n t  out M1 - c M  

Input  test function (1/4 cps s i n e  wave). 

10 

11.8.4 guant i les  of Histograms Subroutine 

1) I s o l a t e  subroutine. 

2 )  
6 Input t es t  funct ion (uniformly d i s t r ibu ted  RV - 0 - 2  ) .  

3) P r i n t  out Q, Q6* 

11.8.5 Mean and Variance Subroutine 

1) I s o l a t e  subroutine. 

2 )  

3) 

Input t es t  function (Gauss RV with ?i: = 0, x2 = 1). 

P r i n t  out mean and variance.  

11.8.6 Checkout Processing Algorithms i n  System Context 

1) Rerol l  data t a p e .  

2 )  Move VHBRF t o  LOPS+2. 

3 )  Move 512 t o  LOPS+l. 

4) Move 1 t o  PROC, PROC+l, PROC+2. 

5) 

6)  Check against  expected r e s u l t s .  

P r i n t  out format frame s t a r t i n g  a t  S/C r o t a t i o n  count equal t o  1000. 

i 
L 11.9  TEST ACCEPTANCE PROCEDURE 

Experience with operating the simulation program indicated t h a t  i t  w a s  not  

necessary t o  follow the formal checkout procedure i n  d e t a i l .  The important 

checks were t o  a sce r t a in  t h a t  da t a  were input ted i n t o  each format co r rec t ly  and 

i" 
3 
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t h a t  format s t ruc tu re  could be broken down i n t o  da t a  words, p a r i t y  b i t s ,  sync 
words, subcom words, l i n e  de f in i t i on ,  and instrument-associated subcom. 

11 .9 .1  

tu re  i n  

code is  

Engineering Format (FENGF) . 

The engineering format w a s  checked out f i r s t .  

the simulation model s ince the da ta  i s  invar ian t  ( a l l  18s). 
composed of eleven 1's i n  sequence; this  makes i t  easy t o  d is t inguish .  

It has a simple s t r u c -  

The sync 

The checkout of the engineering format consis ted of checking the  subcom t o  

confirm t h a t  i t  agreed w i t h  the System Simulation Cormnand Table and t h a t  re le-  

vant  S/C r o t a t i o n  counters incremented each S/C ro t a t ion .  Various Command 

Table parameters were t r i e d .  The program checked out. Exhibit 1 (Figure 11-1) 

promulgates the Command Table parameters and one frame of FENGF. It adds the 

l s t ,  3rd,  5th, and 7 th  da ta  b i t s  of e l i g i b l e  da t a  b i t s  modulo 2 and the r e s u l t  

i s  the 9 th  (pa r i ty )  b i t .  

1 1 . 9 . 2  Fixed Low B i t  Rate Science Format (FLBRF) 

The FLBRF i s  shown i n  Figure 1-3. The corresponding sampling format 

i s  shown in  Figure I V - 2 1 .  

decode the format. The en t ry  points and sampling times a r e  determined from 

the mask and FBR SUBCOMwords which appear i n  the format. Time reso lu t ion  

t o  approximately (1/128) seconds i s  obtainable.  

A mask (Mask - FLBRF) has been constructed to  

Exhibit 2 (Figure 11-2)  promulgates one of the simulation runs em- 

ployed f o r  checking out the FLBRF. The f i r s t  output spec i f i e s  the s ignal- to-  

noise and b i t  e r r o r  r a t e s  f o r  the parameters given i n  the command Table. The 

FLBRF mask shows the s t r u c t u r e  of the format i n  d e t a i l .  A t  the right-hand 

edge of the mask, the e n t r i e s  a t  which samples a r e  entered i s  indicated.  A t  

the left-hand edge of the mask a r e  shown a l i m i t e d  number of input  records 

from which samples a r e  taken a t  64 B/S. The i n i t i a l  format frame exhib i t s  

t r ans i en t  behavior s ince  data  i s  not  immediately ava i l ab le  from the magnetom- 

e t e r  s torage block due t o  the sampling algorithm employed. The f i r s t  format 

frame employs input  records 1, 4, 7, 10, 13, 16, 19, 22 ,  25, 28, 31, and 34. 

After the f i r s t  format frame, the steady s t a t e  condition i s  reached; there- 

a f t e r  a one-to-one correspondence between sampling t i m e  and the t i m e  a t  which 
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LOPS = A 
L O P S * l  = 1024 
LOP5+2 = FENtiF 
LC)PS*3 = 0 
LOPS+4 = 0 
LUPS*b = 1 6 0  
LOPS+6 = 0 
LOPS+? = .01 
LOPb*M = 8388607 

LSW = 0 
L b W * l  = 0 
LSUr+i! = 0 
L S * * 3  = 0 
L W + 4  = 0 
LSM+b = 0 
LSV(+b = 1 
L\W*7 = I 
L\W+H = 0 
L S W t Y  = 0 
L5,W*10 = 1 
LbW+l l  = 0 

L X  = I 
L S C + l  = 2 
L b C + 2  = 7 
L b C + 3  =I5 
L>,C+4 = h 

5iH = u 
5IHtl = 0 

bP1N OtM0UUlLATIl)N INHIHIT = 0 
I ) I ( , ITAL  I - I L T t H  INHIHIT = 0 

COMMANU L I N K  (S ITS /SEC)  
TELEMETRY L I N K  (B ITS /SEC)  
TELEMtTRY FORMAT COMMANO 
SCIENCE SUWOM I D E N T I F I C A T I O N  
ENGfNEERING SURCOM I D E N T I F I C A T I O N  
RANGE (MKM) 
SKDL (SYSTEM G A I N  DOWN-LINK) 
SKUL (SYSTEM G A I N  UP-L INK)  
ANTENNA G A I N  . 

MAGNETOMETFR ON-OFF 
PLASMA PROHE ON-OFF 
COSMIC HAY ON-OFF 
VLF ON-OFF 
NEUTRON DETECTOR ON-OFF 
HAD10 PROPAGATION ON-OFF 

VLF - F I L T t R  EXECUTE COMMAND 
SCIENCE SUHCOM - EXECUTE COMMAND 
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da ta  i s  entered i n t o  the format exists. The E'LBRF w a s  checked out f o r  v a r i -  

ous Command Table parameters over a number of telemetry frames. 

11.9.3 Fixed High B i t  Rate Science Format (FHBRF) 

The FHBRF i s  shown i n  5-3. The corresponding sampling format is  

shown i n  Figure I V - 2 1 .  The FHBRF mask of Exhibit  3 (Figure 11-3) spec i f i e s  

the d e t a i l s  of the format and the sampling t ab le  e n t r i e s  a t  which the experi-  

ments have been sampled. 

format frequently as subcom t o  specify the spacecraf t  r o t a t i o n  and time a t  

which each experiment has been sampled. Time reso lu t ion  is  one second. T ime  

reso lu t ion  t o  approximately (1 /128)  seconds can be deduced s ince each experi-  

ment i s  sampled a t  one of 128 angular s ec to r s  r e l a t i v e  t o  the sunline.  

Time and spacecraf t  ro t a t ions  are entered i n t o  the 

Exhibit  3 shows the f i r s t  format frame of one of the simulation runs 

f o r  the given s e t  of Command Table parameters. 

e r r o r  rates on the command and telemetry l i n k  were checked out. The i n i t i a l  
format has t r ans i en t  behavior. The checkout procedure consis ted of checking 

da ta  aga ins t  the input  record l i s t .  The D I D  words w e r e  checked t o  a sce r t a in  

t h a t  counters were incrementing and f l a g s  were set  as needed. The format 

checked out. 

The signal-to-noise and b i t  

11.9.4 Variable High B i t  Rate Science Format (VHBRF) 

A typ ica l  VHBRF (Figure 5-5)  uses the sampling format of Figure I V - 2 1 .  
The format assembly subroutine (FAS) scans the l i s t  shown a t  the l e f t  of 

Figure 5-5 and assembles da ta  a s  ava i lab le .  The SYNC, LD, and S(V) a r e  the 

fixed s t r u c t u r e  of the VHBRF. The l i s t  s t a r t i n g  a t  FBRA(18) may o r ig ina t e  a t  

any point within the f ixed 

recognized d i r e c t l y  by i t s  

revolut ion counts 

the sampling time 

and t i m e  

f o r  each 

s t ruc tu re .  Each data block or  subcom word i s  

f i v e - b i t  i den t i f i ca t ion  tag ( B I D ) .  Spacecraft  

a r e  entered i n t o  the format per iodica l ly  so  t h a t  

experiment can be resolved t o  within one second. 
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k 

Fur ther  r e so lu t ion  t o  wi th in  (1/128) second i s  possible  since the angular 

s ec to r  wi th in  which the  experiments are sampled is  known. FBRA(18) i s  incre- 
mented every S/C revolution. The experiments are sampled a t :  

= ( E N - ~ ) A S  l e a s t  in teger  va lue . 
Modulo 

6AS 

The en t ry  number EN takes  on the  values 1 - 1 2  modulo 6. The record 

number or  spacecraf t  revolut ion a t  which a sample i s  taken i s  
FBRA appears a s  a format entry.  The f i r s t  data  entry 13 FBRA + K+1 

]Modulo 2 
following FBRA occurs a t  the  spacecraf t  revolut ion spec i f ied  by: 

FBRA + K] = o  
Modulo 
6AS 

where K i s  the  smallest  in teger  value sa t i s fy ing  the equal i ty .  

revolut ion (hence, record number, and time) a t  which successive samples a r e  

taken may be computed a s  EN ranges from (1 - 12 modulo 6 ) .  

values both pos i t ive  and negative; the  range of K is r e s t r i c t e d  t o  2 [SASI 

l e a s t  in teger  value . 

The spacecraf t  

K takes on in teger  

A t r ans i en t  occurs when a format changes, e.g. ,  from the  f ixed high r a t e  

format t o  va r i ab le  high b i t  r a t e  format. 

such a t r ans i en t .  One i s  t o  r e i n i t i a l i z e  and start  again with FBRA reset t o  

There are two obvious ways t o  handle 

zero. 

vious and new format. 

Our simple logic i s  t o  r e i n i t i a l i z e  f o r  t h e  simulation model; an operat ional  

model should include the  logic  t o  allow a smooth t r a n s i t i o n  as formats a r e  

The second way i s  t o  i n t e r p r e t  t he  i n t e r f a c e  frame based upon the  pre- 

The i n t e r f a c e  decoding requi res  a computer program. 

changed. 

Exhibit  4 (Figure 11-4) contains a frame of VHBRF. The frame has been 
p a r t i a l l y  decomposed i n t o  sync, l i n e  de f in i t i on ,  subcom, and da ta  words t o  

exh ib i t  the  s t ruc tu re .  No simple mask w i l l  decommutate t h i s  format s ince 

the  l i s t  FBRA, MAG, CRA, PA, e t c . ,  "snakes" th ru  the  f ixed format s t ruc tu re .  

Each format must be decommutated uniquely. This was done f o r  t he  acceptance 
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TELEMkTHY L I N K  (H ITS/SEC)  
TkLEMkTQY FORMAT COMMAND 
SCIENCE SUVCOM IDENT I F  I C A T  I O N  
t N G I N t k H I k G  SIJRCOM I D E N T I F I C A T I O N  
HANGE ( M K M )  
SKOL (SYSTEM G 4 I N  DOWN-LINK) 
SKUL (SYSTEM G A I N  UP-L INK)  
ANTLNNA G A I N  

MAGNE roiuct TE R ON-OFF 
PLASMA PHOHE ON-OFF 
COSMIC R A Y  ON-OFF 
V L F  ON-OFF 
N t II T R ON 0 E T E C T 0 R ON-OFF 
H A 0 1 0  PdOPAGATION ON-OFF 
PLASMA PHOhE. - ENERGY LEVEL EXECUTE COMMANO 
VLF - F I L T F R  EYEClJTE COMMANO 
SCIENCE SUHCOM - EXECUTE COMMAND 
t N G I N k E H I N G  SUHCOM - EXECUTE COMMANI) 
COSMIC HAY - CALIBRATE COMMAND 
MAGNE FUMETI-H - VERIFY COMMANO 

MAGNkTOMtTt H ORIENTATION 
MAGNE I OiqETF. H S E N S I T I V I T Y  
MAGNETOMETFR HI AS 
PLASMA P H O H t  VOLTAGE LEVEL 
VLF - F1LTF.H CENTER FREQUENCY 

NEUTHON DETkCTOH - EXECUTE MEAN AND VARIAhlCE 5UHHr)UTINE 
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Figure 1-3. Exhibit 3 (Sheet 1 of 2) 
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PLASMA PHOHE - ENEHBY LEVEL EXECUTE COMMAYO 
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test. FBRA equals 67 i n  the f i r s t  format l i ne  of exh ib i t  4; t h i s  means t h a t  

the magnetometer da t a  which follows w a s  taken from input record 68.  The mag- 

netometer da t a  was cor re la ted  with input  record 68 and the correspondence e s -  

tabl ished.  Note t h a t  the sec to r  cyc le  f l a g  is  set i n  the t h i r d  l i n e  of the 

format. 

taken from sec to r  1. The test acceptance procedure ascer ta ined t h a t  a l l  b i t s  

i n  the format could be accounted f o r  log ica l ly .  The format checked out s a t i s -  

f ac t o r i l y  . 

This designates t h a t  the plasma probe da ta  sample.which follows was 

11.9.5 Variable Low B i t  Rate Science Format (VLBRF) 

A t yp ica l  VLBRF i s  shown i n  Figure 1-5. The associated sampling 

format i s  shown i n  Figure IV-24. Tagging the da ta  blocks by spacecraf t  revolu- 

t i on  and time is  accomplished i n  the way described above f o r  the VHBRF. The 

relevant  equation i s  : 

= ( E N - ~ ) A S  l e a s t  in teger  value 
Modulo 

6AS 

where EN = 1 -12 modulo 6 .  However, the sampling formats f o r  the VLBRF and 

VHBRF a re  d i f f e ren t .  Consequently, elements of each da ta  block may have been 

sampled a t  d i f f e r e n t  spacecraf t  revolutions.  
metered a t  VLBRF i s  composed of samples taken a t  four d i f f e r e n t  entry points.  

Furthermore, the block cannot be telemetered u n t i l  i t  has been completely as -  

sembled. Consequently, the l a s t  three data  words included i n  the f i r s t  mag- 

netometer da ta  block following FBRA a r e  taken a t  the spacecraf t  revolution 

The magnetometer block t e l e -  

corresponding EN = 4, K minimum 

11.9.6 Storage Mode Format (SMF) 

The SMF is i d e n t i c a l  t o  the VHBRF except the sampling format recycles 

every 6SMAS. Consequently, the defining equation i s :  

l e a s t  integer  value. 1 (.BRA + K] = (EN-~)SMAS 
Modulo 
6 SMAS 

In the above equation, EN ranges from 1 - 6. 
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I 

Exhibit  5 (Figure 11-5) promulgates the VLBRF and the Storage Mode For- 
m a t .  The s torage mode may be executed with any of t he  se l ec t ab le  formats. 

The Command Table of Exhibit  5 promulgates the  command parameters. I n  the  

simulation run of Exhibit  5 ,  the  exercise  w a s  a durat ion of 1200 spacecraf t  

ro ta t ions .  

bits/second. 

t e l e m e t r y  b i t  stream. 

be s tored on a magnetic tape and read out upon ground command. A readout has 

been provided i n  Exhibit  5 f o r  the  demonstration. Note t h a t  the  Storage Mode 

Format has an end of frame f i l l e r  which f i l l s  out the  l a s t  l i n e  of the  format 

wi th  zeros. This i s  the one point  a t  which the VHBRF and the  SMF d i f f e r .  

The Storage Mode Format i s  e s s e n t i a l l y  the VHBRF operating a t  512 

I t  i s  operating i n  sequence wi th  the  VLBRF which provides the  

I n  an operat ional  system, the  Storage Mode Format would 

The signal-to-noise and probabi l i ty  of b i t  e r r o r  a r e  shown i n  Exhibit 5 .  

These have been checked out f o r  the  re levant  parameters shown i n  the Command 

Table. 

The VLBRF has a f ixed s t ruc tu re  cons is t ing  of sync, l i n e  de f in i t i on ,  and 

subcom. The elements of the l i s t  shown a t  the l e f t  of Figure 1-5 may 

occur anywhere within the f ixed s t ruc ture .  Note t h a t  FBRA, which heads 

the l i s t ,  s tar ts  i n  l i n e  5 of the  VLBRF f o r  the  f i r s t  frame promulgated i n  

Exhibit  5 .  
input data and the  correspondence demonstrated. 

PROC 1 - 3  were se lec ted  a t  the  s t a r t .  The associated data blocks ( N C ,  VLFM, 

and CRQ) a r e  ava i lab le  a f t e r  1000 S/C ro ta t ions .  The output blocks, NC, VLFM, 

and CRQ a r e  outputted i n  l i n e s  5 ,  6, and 7 of the  second VLBRF frame of Ex- 

h i b i t  A .  

operating on s igna ls  of known s t a t i s t i c a l  cha rac t e r i s t i c s .  

missed picking up the NC, VLFM, and CRQ blocks i n  l i n e  5 of the  f i r s t  frame 

of the VLBRF since the  end of l i s t  tes t  occurred before the NC, VLF'M, and CRQ 

data  blocks were ready f o r  outputting. 

I n  the  Test Acceptance Procedure, the  data  were checked aga ins t  

The processing subroutines 

The processing subroutines were checked by hand computation and by 
The program j u s t  

Some elements of the  Storage Mode Format have been iden t i f i ed  i n  Exhibit  

5 .  
from the VHBRF. 

done manually f o r  Exhibit  5 using r a t h e r  simple a ids .  

There i s  no s i m p l e  decomposition algorithm f o r  separating out t he  data  

A computer program i s  necessary t o  do the same job as has been 
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LOPS = 1 
L O P S + l  = 1 6  
LOPS+2  = VLWRF 
LOPS*3 = 7 
LOPS+4 = 6 3  
LOPS+5 = 3 2 0  
LOPS+6 = ,4000 
LOPS+7 = 7.00 
LOPS+8 = 83R8607 

COMMAND L I N K  (R I fS /SEC)  

TELEMETRY FORMAT COMMANO 
SCIENCE SURCOM IOENTIFICATION 

RANGE (MKM) 
SKOL (SYSTEM G A I N  DOWN-LINK1 
SKUL (SYSTFM G A I N  UP-LINK) 
ANTENNA GATN 

TELEMETRY LINK (BITs/sEC) 

ENGINEERING SIIRCOM IDENTIFICATION 

LSW = 0 
LSW*1 = 0 
LSW+2 I 0 
LSW+3 = 0 
LSW+4 = 0 
LSW*5 = 0 

LSW+7 = 0 
LSW*FI = 1 
LSW*9 = 1 
LSW+lO = 1 
LSW+11 = 1 

LSW+6 = 0 

LSC = 1 
L S C + l  = 2 
LSC+Z = 5 
L S C + 3  = 0 
L S C * 4  = 0 

P n w  = 1 
PROC+l  = 1 
PROC*2 = 1 

STH = 1 
STR+1  = 0 

S P I N  OEMOOULAT 
D I G I T A L  F I L T E R  

R E I N I T I A L I Z F  = 

ON I N H I B I  
I N H I R I T  = 

0 

= 1  
1 

MAGNETOMETFR ON-OFF 
PLASMA PRORE ON-OFF 
COSMIC RAY ON-OFF 
VLF ON-OFF 
NEUTRON DETECTOR ON-OFF 
RADIO PROPAGATION ON-OFF 
PLASMA PRORE - ENFRGY LEVEL EXECUTE CnMMAhlCl 
VLF - F I L T F R  EXECUTE COMMANO 
SCIENCE SURCOM - EXECUTE COMMAND 
ENGINEERING SUFICOM - EXECUTE COMMANO 
COSMIC RAY - CALIFIRATE COMMAND 
MAGNETOHETFR - VERIFY COMMAND 

MAGNETOMETFR ORIENTATION 
MAGNETOMETER S E N S I T I V I T Y  
MAGNETOMETFR B I A S  
PLASMA PRORE VOLTAGE LEVEL 
VLF - FILTFR CENTER FREQUENCY 

NFUTRON DETECTOR - EXECUTE MEAN AN0 VARIANCE SUBROUTINE 
COSMIC RAY - EXECUTE QUANTILES SUBROUTTNE FOR 04 COUNTER 
VCF - EXECUTE SPECTRAL ANALYSIS OF MI LTNF 

STORAGE EXECIJTE COMMANO 
STORAGE MonE IDENTIFICATION 

B I T  ERROR RATES 

(S/N) = 2.04799976E OO(PBE) = 7.62071542E-O2(S/N)' 1.63839980E 0 2 f P  ) '8.19764235E-38 
UL . BE UL DL DL 

Figure 11-5. Exhibit 5 (Sheet 1 of 4) 
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APPENDIX I11 

PROCESSING CONSIDERATIONS 

A p r inc ipa l  e f f o r t  during t h i s  study has been t o  devise  da t a  compression 

algorithms. "Meaningful da t a  compression" allows the  experimenter t o  match 

in s  trument cha rac t e r i s  tics t o  the  ava i l ab le  channel capaci ty  v i a  processing 

algorithms. 

The pa r t i cu la r  experiment, user  requirements, and u l t imate  ground process- 

ing modes d i c t a t e  the type of processing algorithm t h a t  should be used. Adap- 
t i v e  thresholding methods, i f  implemented i n  t h e i r  f u l l  complexity, generate a 

severe buffer  queue con t ro l  problem. A t  low telemetry rates, assuming the 

data  a c t i v i t y  t o  be "high" f o r  a l l  instruments, l a rge  thresholds or  p r i o r i t y  

serv ic ing  algorithms must be employed t o  con t ro l  the  buffer .  Such threshold- 

ing schemes mask small da t a  var ia t ions  and requi re  e x t r a  b i t s  t o  iden t i fy  the 

appropriate  da t a  sources. 

data  processing algorithms bes t  su i t ed  f o r  the complement of instruments de- 

scr ibed i n  Section 2 .  

Our goal has been t o  understand those continuous 

111.1 HISTROGRAMS AND QUANTILES 

The central  data  system (CDS) i s  i d e a l l y  s u i t e d  t o  the formation of his-  

tograms and the subsequent computation of s ta t i s t ics  from these histograms. 

The cosmic r a y  and neutron experiments described i n  Section 2 employ counters.  

Rather than t ransmit  counts each revolut ion,  a histogram of the  counts can be 

accumulated over a la rge  number of S/C revolut ions.  The mean, variance, mode, 

e tc .  fo r  each histogram can be computed and transmitted.  Alternat ively,  the 

quant i les  of the histograms can be computed and transmitted.  In e i t h e r  case 

la rge  compression r a t i o s  can be achieved. 

I n  add i t ion  t o  their  data  compression poten t ia l ,  histograms (and quan- 

t i l e s )  requi re  very l i t t l e  processing t i m e  f o r  t h e i r  implementation. Normally 

t h i s  would no t  be a primary considerat ion because the speed of the CDS i s  

s u f f i c i e n t  t o  handle more sophis t ica ted  processing algorithms. In the event 
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of component f a i l u r e  i n  the  CDS, however, a degradation i n  computing capacity 

occurs. 

demands on the  CDS and s t i l l  allow other  e s s e n t i a l  operations such as multi-  

plexing and formatting t o  be performed. 

Those processing algorithms could be re ta ined  t h a t  make the  fewest 

111.1.1 Use of Quant i les  f o r  Data Compression 

The objec t  here i s  t o  summarize ex i s t ing  r e s u l t s  per t inent  to  the use 

of order s t a t i s t i c s ,  o r  quant i les ,  i n  es t imat ing population parameters and 

d i s t r ibu t ions ,  and i n  t e s t i n g  hypotheses. Results a r e  s t a t e d  without proofs, 

and d e t a i l s  a r e  la rge ly  omitted except f o r  a few instances i n  which they en- 

hance understanding of the method. 

quant i les  and t h e i r  appl ica t ion  i n  f inding tolerance l i m i t s  on the population 

and i n  es tab l i sh ing  confidence bands f o r  the d i s t r i b u t i o n  function. 

111.1.3 demonstrates the use of quant i les  i n  es t imat ing population parameters 
and Section 111.1.4 i l l u s t r a t e s  t h e i r  use i n  hypothesis t e s t ing .  

Section 111.1.2 discusses some propert ies  of 

Section 

111.1 .2  Properties of Quant i les  

A .  Defini t ion of Order S t a t i s t i c s  and Quant i les  

Consider a sample of s i z e  n taken from a continuous cumulative d is -  

t r i b u t i o n  function (cdf)  , F ( x )  , with corresponding densi ty  function F’ (x) = f (x). 
Represent the sample a s :  X1, X2, ..., X . n 
increasing order of magnitude, from l e a s t  t o  g rea t e s t ,  denoting the ordered 

Now arrange the sample values i n  

These ordered values of the random var iab le  (4 samples as  X (1)’ y2), * * * Y  x 
( r . v . )  X a r e  ca l l ed  order s t a t i s t i c s ,  X 

k = 1, 2,  ..., N, or  the order s ta t is t ic  of rank k. Often we denote the k 
order s t a t i s t i c  from a sample of s i z e  n by 5, (n) . Thus 5f ) i s  the function of 

X I ,  x2, ’ * . ,  xn Y the n-dimensional random vector ,  t h a t  takes on the value 

X i n  each possible  sequence X 

being the kth order statist ic,  
(k) t h  

(1)’ x ( ~ ) ,  * * * ,  ‘(n)* (k) 
Suppose t h a t  i n  a sample of s i z e  n we choose k = [np] + 1, 0 < p < 1, 

where [np] denotes the g r e a t e s t  in teger  not  exceeding np. We define 5 the 
PY 

quant i le ,  or the quant i le  of order p of the population, a s  the value of x t h  

sa t i s fy ing  the r e l a t i o n  
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' I  
i 

. Y  

i' 
1 

.i 

' 
f (x)dx  = p. 

-00 

Equivalently, the pth quant i le  can be defined as the root  of the equation 

We r e f e r  t o  tp)y with k = [np] + 1, as  the sample quant i le  ( a l s o  denoted by 

z ] corresponding t o  the population quant i le  5 We observe t h a t  
P P' 

l i m  k/n = p 

n - 0 0 .  

It i s  observed t h a t  f o r  n odd, the choice k = [n/2] + 1 gives the sample median; 

while f o r  n even, say n = 211, the ( l l + l ) s t  element i s  taken as the sample median. 

. B. L i m i t  Dis t r ibu t ions  of a Sample Quantile 

I f  i n  a population being sampled, the r.v. X i s  continuous, with 

densi ty  f ( x ) ,  and i f  t h i s  densi ty  i s  continuous and pos i t ive  a t  the point 

x = tp, where 6 is the pth-order population quant i le ,  then the corresponding 

sample quant i le  i s  asympotically normally d i s t r ibu ted ,  with mean 5 and v a r i -  

ance p(1-p)/nf 

P 

P I* I n  f a c t ,  the j o i n t  d i s t r i b u t i o n s  of any number of 

sample asymptotically normal, with means 5 , variances 
P i  

2 2 
i ('pi) 

u = pi ( l -Pi) /nf i  

and co r re l a t ions  

i < j and pi < pj . 

* 
References a re  listed a t  the end of t h i s  sect ion.  
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C. Confidence L i m i t s  of Quantiles 

It i s  possible  t o  obtain confidence l i m i t s  f o r  quant i les  t h a t  do 

not require  a knowledge of the population cdf .  We denote by U the coverage 

composed of the sum of any r ( r  - < n) of the elementary coverages, Ci = dF(x),  
I: 

.L 

= +GO, and 
(n+l)  

, i = 1, 2,  .. ., n+l, x = -a, x 
(0) 

where Ii = [X(i-l) ,* X 

where F(x) i s  continuous and X 

shown' t ha t  U has the probabi l i ty  element 

i s  the ith order s t a t i s t i c .  Then i t  can be 
(i) 

r-1 r(n+l) u (l-u)n-rdu , r ' (r)r ' (n-r+l) 

Thus we have 

1 where U + V i s  the d i s j o i n t  sum of the sum of elementary coverages. 
?! s u l t s :  *& 

There r e -  

. where I x ( a j b )  i s  the incomplete beta function given by 

A 

9 (111-1) 
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Thus one would choose a confidence coe f f i c i en t ,  say a, and then f o r  each value 

of n s e l e c t  the i and j such t h a t  the right-hand s i d e  of (111-1) evaluated t o  not  
l e s s  than a, 

Similar ly ,  one can f ind  tolerance l i m i t s  on the population. That 

(k)  , 
is ,  one can determine a sample s i z e  n,  and two order s t a t i s t i c s ,  X 

'(n-k+l) ' 
the population bounded by X(k)  and X(n-k+l) i s  a t  l e a s t  P .  

so  t h a t  f o r  any cdf F(x) the  probabi l i ty  i s  a t h a t  the f r a c t i o n  of 

We observe t h a t  
the probabi l i ty  element of U = F(X(n-k+l)) - 

("(k)) is 2 

n-2k u (l-u)2k-1du . r ( n + l )  
I?( 2k) r(n-2k+l) 

Thus f o r  a given k we solve f o r  the smallest  value of n f o r  which 

1 - Ip(n-2k+1,2k) > - a . 

D. Confidence Bands f o r  the cdf F(x) 

Given a sample of s i z e  n, we can obtain the sample cdf F (x), which 
n 

i s  defined as follows: 

It i s  des i rab le  t o  f ind  confidence bands f o r  a continuous cdf F(x) from the 
sample cdf. It can be shown t h a t  2 
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where 

2 2  kE - 2k X . @(A) = f (-1) 

Thus for a given confidence coefficient Q, approximate confidence bands for 
F(x) are given by the functions Fn(x) - + hdn1'2, where Xa is found from 
@(ha) = a. 
the curve F(x) is contained in the band F (x) - + Xa/n 

Hence for large enough n the probability is approximately a that 
1'2 . n 

111.1.3 Estimation of Population Parameters Using Sample Quantiles 

We turn now to the question of how to use sample quantiles to obtain 
estimates of the mean and variance of the underlying population, and how to do 
so  optimally; that is, so as to minimize the variance of the estimates. It is 
well to stress at the outset that determination of the optimal quantiles re- 
quires a knowledge of the density function of the underlying population whose 
parameters are being estimated. 
plied to populations whose densities depart from that assumed in finding the 
quantiles. The derivations in the literature have assumed populations with 
normal distributions. 
obtained by Eisenberger and Posner3 and Mosteller . 

Thus the results will not be optimal when ap- 

In this section we will largely summarize' the results 
4 

A .  Estimate of the Mean Using a Single Quantile 

We recall from Section 111.1.2 B that the variance of a sample 
quantile, z is asymptotically normal with mean 6 and variance P' P 

2 Po 
(7 y p )  = 2 Y 

nf ([PI 

where f(x) is the population density function and 6 is determined from P 

5 sp f(x)dx = p . 
-00 
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2 
("PI The minimum of 0 

population is normal, 
will occur for p = 0.5 when f (x) is symmetric. 
with N(0; 1) , we have 

If the 

n 
(0.5)' 1.57 - -  - n 

Thus the estimation of the mean, p, is taken as the median; 
ple quantile of order 0.5. The efficiency of this estimate 

that is, the sam- 

is 0.637. We use 
as the definition of efficiency the ratio of the variance of the estimate using 
the entire sample, where the underlying population is assumed to be normal with 
N(0;1), to the variance of the estimate obtained using quantiles: 

B. Estimate of the Mean and Variance Using Two Quantiles 

Let z and z2 denote the sample quantiles of orders p and p such 1 1 2 
Assuming z and z2 to be jointly normal, the maximum- <p2 = 1 - pl* 1 that p1 

likelihood estimates are: 

A z2 - z1 c r =  
52 - 51 * 

Requiring that the quantiles be symmetric, the latter expression can be written 

A z2 - 
52 

c r =  
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The variance of f i  is obtained as: 

u 2 m  = E{[P - E( iZ) l2}  

-- -2 + z1z2/2 + z2/4 - z1/4 - z2/4 - z1 z 2 / 2  I -2 

- -1 = 7 1 E { z1 2 - -21 zl, + a 1 E { - + H 1 E (zlz2 - z1 z2 

But we have 

2 p2 (l-pz) 2 p1 (l-P1) . 0 -  2 2 2 -  0 =  1 J 

nfl nf2 

where p 

to the variance equation gives 

= 1 - p1 ; fl = f (tl) = f2 = f ( t 2 )  (from symmetry). Substitution in- 2 

Minimization of this expression results in the value p 
metry then, p2 = 0.7291. 

- 0.2709. From sym- 1 -  
We get for the efficiency 
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2f; 
- 0.81 = (J /nu ($1 = - - 2 2  eff 

P1 

Through similar manipulations we can derive the expression for the 
variance of the estimator 6 :  

2 A  D (D) = 

- - 

This function has 

2 A  
0 (a) = 

The efficiency is 

1 2 ~ + G - 2 - 2 0 0 p  2 
4t; 1 2 12 

a minimum when p - 1 -  

0.767/n . 

- 1’2n - 0.652 . 
- 0.767/n - 

0.0694, giving 

C. Estimates Using More Than Two Quantiles 

In general, one can obtain estimators using any number of quantiles. 
The derivations though are lengthy and will be omitted, but we will indicate 
their development. First, however, we wish to point out that in the preceding 
derivation for two quantiles the variances of the estimators were minimized 
separately, giving two different sets of quantiles, each optimum for the par- 
ticular estimator. In practical situations, however, a single set of quan- 
tiles would have to be used. Such a set can be obtained by minimizing, say, 
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2 the sum of the variances, $ ( G )  + (T (G), or some other linear combination. 
Although the efficiencies of the estimators obtained when minimizing the sum 
of the variances are less than those resulting from separate minimization, the 
results represent an effective compromise. 

Suppose we wish to obtain estimates 9 and 6 using four quantiles. 
We take: 

1 
x1 = z (z1 + 24) 

1 - 
x2 - z (z2 + 23) ’ 

and pl + p4 = p2 + p3 = 1. 

to result in maximum efficiency. From maximm-likelihood estimation theory, 
the estimator for EJ. can be derived as: 

Again the use of symmetric quantiles can be shown 

with 

2 Minimization of (T ( p )  results in the estimator 

G = 0.198 (zl + z4) + 0.302 k2 + z3) , 

where p1 = 0.1068, p2 = 0.3512, p3 = 0.6488, p4 = 0.8932, and eff($) = 0.920. 
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2 . .  In a similar manner minimization of 0 (a) results in 

A 
(J = 0.116(z4 - zl) + 0.236 z3 ( - 22) ’ 

where we have used 

- 24 - z1 - 23 - 22 , 
53 x2 - 54 x1 - 

The resulting quantiles are: 

and the efficiency is: 

p1 = 0.023, p2 = 0.1271, p3 = 0.8729, p4 = 0.977; 

eff(G) = 0.824. 
2 2 4  If we choose to minimize the sum 0 (8) + 0 (a) for four quantiles 

we get 

,$ = 0.141 (zl + z4) + 0.359 (z2 + z3) 

A ( - zlj + 0.205 z3 ( - 22) ’ 0 = 0.258 z 

where 

= 0.668, p2 = 0,2912, p3 = 0.7088, p4 = 0.9322, with efficiencies P1 

eff (6) = 0.908 

eff (a) = 0.735 . 

Results using from six to twenty quantiles are tabulated in Refer- 
2 2 A  ence [ 31 for a variety of linear combinations of a ( p )  + ba (a). 

tions are carried out by reducing the number of quantiles to a previously 
The deriva- 

treated case through a change of variables. The efficiencies of the estimators 
are increased for a larger number of quantiles, but the data-compression ratio 
is correspondingly decreased. Also, the equipment complexity increases with a 
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l a rger  number of quant i les  i f  a special-purpose device is  used f o r  implementa- 

t ion.  Although the tabulated r e s u l t s  i n  Reference [ 3 ]  w e r e  obtained assuming 

an underlying normal population, N(O;l), it can be shown t h a t  the r e s u l t s  ap- 

ply equally t o  the d i s t r i b u t i o n  N(p;U). 

A s  an i l l u s t r a t i o n  of the use of quant i les  f o r  estimating the mean 

and the variance w e  include the following examples. Table 111-1 contains the 

histograms f o r  a da ta  channel obtained with 64 and 32 quant izat ion l eve l s  re- 

spect ively.  

from the histograms and those obtained by use of quant i les .  

quant i le  formulas, l i s t e d  below, are obtained by minimizing the sum of the 

variances 0 ( b )  + CT (0). 

non-normal d i s t r ibu t ions  of Table 111-1 the estimates of the variance a r e  very 

poor indeed. Figure 111-1 shows a number of histograms generated using the data 
generation program created f o r  the simulation study ( see  Section 3 ) .  

sponding values f o r  mean and standard deviat ion a re  given i n  Table 111-3, along 

with the estimates obtained using quant i les .  In  this case the agreement i s  
much b e t t e r  than i n  Table 111-2. 

Table 111-2 shows a comparison between estimates obtained d i r e c t l y  

The appropriate 

2 2 A  Table 111-2 shows qui te  c l e a r l y  t h a t  fo r  the severely 

Corre- 
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Sample No. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 

TABLE 111-1 

A 
64 Levels 

2 
280 
0 

320 
1627 
10 
0 
2 
14 
3 
0 
0 
0 
0 
0 
0 
2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

865 
4747 

0 
0 
0 

B 
32 Levels 

275 
200 
1764 

2 
17 
0 
0 
0 
2 
0 
0 
0 
0 
1 
1 
0 
0 
0 
0 
0 

5612 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
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9’ 

1, 

Sample N o .  

46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 

TABLE 111-1 (continued) 

A 
04 Levels 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

B 
32 Levels 
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TABLE 111-2 

RESULTS OF ESTIMATES USING QUANTILES BASED ON HISTOGRAMS I N  TABLE 111-1 

D a t a  S e t  A D a t a  S e t  B 

H i s  t o g r a m  Mean 

Q u a n t i l e  Mean 

H i s t o g r a m  V a r i a n c e  

Q u a n t i l e  V a r i a n c e  

31.13 15.74 

4 quantiles 36.42 18.60 

6 11 34.03 

32.34 11 8 

17.76 

16.58 

285.40 68.76 

4 quantiles 105.41 24.02 

139.38 38.75 6 11 

I t  8 176.26 43.51 
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TABLE 111-3, 

MEAN, VARIANCE, AND STANDARD DEVIATION FOR THE 
HISTOGRAMS OF FIGURE 111-1. RESULTS ARE GIVEN FOR 
ENTIRE HISTOGRAM AND FOR 4, 6, 8, AND 10 QUANTILES. 

MEAN 

31.429 
31.500 
31.500 
31.424 
31.500 

- 

31.146 
31.359 
31.035 
31.166 
31.125 

32.177 
32.577 
32.386 
32.226 
32.091 

15.307 
15.141 
15.205 
15.101 
15.263 

VAR 

20.113 
19.176 
19.055 
20.255 
20.142 

349.646 
399.320 
360.073 
345.893 
351.173 

509.805 
578.114 
497.326 
488.591 
483 e 771 

128.092 
146.362 
120.96 5 
123.541 
118.111 

- S.D. 

4.485 
4.379 
4.365 
4.500 
4.488 

18.699 
19.983 
18.976 
18.598 
18.740 

22.579 
24.044 
22.301 
22.104 
21.995 

11.318 
12.098 
10.998 
11.115 
10.868 

- 

a) 

b) 

Entire Hist. 
4 Quantiles 
6 Quantiles 
8 Quantiles 
10 Quantiles 

4 

4 

i 
1 
i 

Entire Hist. 
4 Quantiles 
6 Quantiles 
8 Quantiles 
10 Quantiles 

4 

Entire Hist. 
4 Quantiles 
6 Quantiles 
8 Quantiles 
10 Quantiles 

Entire Hist. 
4 Quantiles 
6 Quantiles 
8 Quantiles 
10 Quantiles 

f 
j :  4 



'i 

Figure III-la. Cumulative Histogram for Neutron Detector 16-Channel Pulse Height 
Analysis - 1000 Samples, 64 Levels. (Actual Scale i s  2 x that shown.) 
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Figure 111-1 b. Histogram for Neutron Detector 14-bit Counter-1 000 Samples, 64 Levels. 
(Actual Scale is 0.46 x that shown.) 
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Figure I l l - lc .  Histogram for One Axis of Magnetometer - 2220 Samples, 64 Levels. 
(Actual Scale is3.7 x that Shown.) 
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Figure l l l - ~ d .  Histogram for Another Axis of Magnetometer - 2220 Samples, 64 Levels. 
{Actual Scale i s  5.22 x that shown.) 
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for 4 quantiles: 

A ,U = 0.141(z1+z4) + 0.3591Z2+ z3 )  

c 

A 
CJ = 0.258 z4- + 0.205 (z3- z 2 )  ( zl) 

zl, z2, z3, z4 are of orders p = 0.0668, p2 = 0.2912, 1 

p3 = 0.7088, p4 = 0.9332; eff f i  = 0.9080; eff 6 = 0.7350 
I 

for 6 quantiles 

f i  = 0.0497(~~+ z \ + 0.1550 + 0.2953 z3+ z4) ( 
1 s 6 

CJ = 0.1088 z6- zl) + 0.1952(z5- z2) + 0.1228 z4- ( ( z3) 
A 

zl, z2, z3, z4, z5, z6 are of orders p1 = 0.0231, p2 = 0.1180, 

= 0.3369, p4 = 0.6631, p5 = 0.8820, p6 = 0.9769 p3 

A 
eff ,U = 0.9459; eff 6 = 0.8541 i 

. J  

for 8 quantiles 

,U = 0.0249 zl+ z + 0.0764 z2+ z7) + 0.1568(z3+ z + 0.2419 z4+ z 
6) ( 5) 

23) 

A 

8) 

A + 0.0789 (z5- z4) CJ = 0.0600(z8- zl) + 0.1249(z7- z2) + 0.1528(z6- 
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where 

zl, z2, z3, z4, z5, z6, z7, z8 are of orders  p1 = 0.0119, 

p2 = 0.0604, p3 = 0.1721, p4 = 0.3711, p5 = 0.6289, 

= 0.8279, p7 = 0.9396, p8 = 0.9881 ‘6 

A 
e f f  f i  = 0.9659; eff u = 0.9050 

111.1.4 Hypothesis Testing Using Quant i les  

I n  Section 111.1.3 i t  w a s  shown tha t  using a s  few a s  four  quant i les  w e  

can estimate the  mean and variance of a normal population with e f f i c i e n c i e s  no 
lower than approximately 0.9 and 0.73, respect ively.  

velop quant i le  tes ts  t h a t  decide whether or no t  i t  i s  reasonable t o  regard a 

se t  of n observed values of a random va r i ab le  as o r ig ina t ing  from a population 

with a spec i f ied  d i s t r i b u t i o n  function. Similar ly ,  one can construct  quant i le  

I’ t es t s  t o  decide whether the  parameters of a normal d i s t r i b u t i o n  are p and u 

or  p2 and 02; or ,  i f  one of the  parameters, say 0, i s  known, whether the mean 

i s  p1 or  p2. It i s  possible  t o  choose the  quant i les  optimally so  as t o  maxi- 

mize the  power of the  tes t ;  t h a t  i s ,  t he  probabi l i ty  of r e j e c t i n g  the n u l l  

hypothesis when i t  i s  f a l s e  (and thereby accepting the  a l t e r n a t i v e  hypothesis).  

The d e t a i l s  of such tests are given i n  References [3] ,  [5], and [6 ] ,  and only 

a few of the r e s u l t s  w i l l  be s t a t e d  here.  

It is also possible to de- 

1 

Suppose t h a t  Ho i s  the n u l l  hypothesis t h a t  the parent population has a 

normal probabi l i ty  densi ty  funct ion f ( x ) ,  and H1 i s  the  a l t e r n a t i v e  hypothesis 

t h a t  the  densi ty  funct ion i s  not f (x )  . It i s  desired t o  e s t a b l i s h  a c r i t e r i o n  

t h a t  w i l l  enable one t o  accept o r  reject  H 

t i l e s  z so t h a t  the probabi l i ty  of r e j e c t i n g  H when it i s  t r u e  i s  less than 

some given E .  

as a funct ion of the  sample quan- 
0 

i’ 0 
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will then 
sis, each 
the joint 

The r.v.1~ zi are not independent, but they can be transformed into 
independent r.v.1~ x by the Gram-Schmidt orthogonalization procedure. The xi i 

be independent, normally distributed r.v.’s under the null hypothe- 
with zero mean and unit variance. The likelihood function is then 
density function of the x or i’ 

1 exp[- + .c.”i] k L ( X l , .  . , ,Xk) = 
(2r) k’2 1=1 

-k/2 , A being The critical region is then an interval 0 < L < A ,  where A < (27r) 
determined such that given Ho the probability of L xl,..., 
terval is E .  

lying in the in- ( %) 
Note, though, that L xl,..., is a monotone function of ( $1 
k 2  

Y = EXi Y 

i=l 

and y = 0 f o r  L = (2r)-k’2, and y-co for L-0. 

< A  is equivalent to a critical region y > B, where B is determined so that 
Thus the critical region 0 < L 

the probability of y > B equals E .  We see that 
bution with k degrees of freedom. Denoting the 
we have that B is the solution to the equation 

y has the chi-squared distri- 
density function of y by K(y), 

In order to carry out the above orthogonolization it is necessary to 
have estimates of the parameters of the parent population, as well as having 
the orders of the quantiles used. 
Section 111.1.3 by minimizing, say, the sum of the variances of p and CT 

for the case of a normal population with unknown mean and variance. 

These may be obtained as discussed in 

Often it may be useful to have procedures that enable one to test vari- 
ous hypotheses concerning the parameters of a population. For example, one 
may know the variance of a normal population and wish to test the null hypo- 
thesis 
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H : f (x )  = N(pl;u) 
0 

agains t  the  simple a l t e r n a t i v e  

. O r ,  perhaps the  var iance i s  unknown and one again wishes t o  test the  popula- 
Additional tests may be required when one has two sets of inde- t i o n  means. 

pendent samples ava i l ab le  and e i t h e r  or  both of each of t h e  parent normal 

population parameters a r e  unknown. Such tests, and others ,  a r e  thoroughly 

described i n  [ 51 

t i v e  i n  designing t h e  tests i s  t o  choose t h e  orders  of the  quant i les  so a s  t o  

maximize the  power of t he  test  ( i .e . ,  t he  p robab i l i t y  of r e j e c t i n g  Ho when H1 
i s  t rue)  f o r  a f ixed  p robab i l i t y  E of Type I e r r o r  ( i . e . ,  the  probabi l i ty  of 

r e j e c t i n g  H when H i s  t r u e ) .  The g rea t e r  number of quant i les  used, t he  

g rea t e r  w i l l  be the  power of t he  tes t .  

on the  nature  of H1, as w e l l ,  of course, a s  on E .  

and [6], using d i f f e r e n t  numbers of quant i les .  The objec- 

0 0 
The power w i l l  a l s o  depend c r i t i c a l l y  

One can a l s o  design tests t o  g ive  high power aga ins t  spec i f i c  d i s t r i -  

butions,  i n  p a r t i c u l a r  aga ins t  a bimodal d i s t r ibu t ion .  Thus it may happen tha t  

a r r i v i n g  p a r t i c l e s  come from two possible  sources. 

funct ion w i l l  be 

The r e s u l t i n g  densi ty  

where p i s  the probabi l i ty  t h a t  a particle o r ig ina t e s  from the f i r s t  source, 

and f and f are the  respec t ive  densi ty  functions.  Under the  n u l l  hypothesis, 1 2 
Ho, w e  assume t h a t  the  observations come from a normally d i s t r ibu ted  popula- 

t i o n  with unknown mean and variance. Thus we must f i r s t  ob ta in  estimates f o r  

p and u by minimizing, say, u ( p )  + u ( U) . Then one can form various l i n e a r  

combinations of t he  normalized sample quant i les  so as t o  test f o r  both the 

symmetry of a unimodal d i s t r i b u t i o n  and the  l o c a l  minimum between the  maxima 

of a bimodal d i s t r ibu t ion .  

2 2 
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111.2 DIGITAL FILTERING 

'i 

Increasing a t t e n t i o n  i s  being paid t o  d i g i t a l  f i l t e r i n g  i n  data  process- 

A s  computing speeds continue t o  increase,  the  p o s s i b i l i t y  e x i s t s  of using 

Some funct ions cu r ren t ly  implemented 

ing. 

d i g i t a l  f i l t e r i n g  a t  high sampling rates. 
by analog means i n  communication systems may be supplanted by d i g i t a l  techniques. 

The a v a i l a b i l i t y  of the  CDS leads t o  the considerat ion of employing d i g i t a l  

f i l t e r i n g  f o r  data processing and replacing analog f i l t e r s  i n  the instrument 

e l ec t ron ic s .  

and provide estimates of s p e c t r a l  energy a t  -different  frequencies.  

bandpass, and highpass f i l t e r s  can be implemented d i g i t a l l y  i n  the  CDS. 

Dig i t a l  f i l t e r i n g  can be employed t o  reduce s i g n a l  bandwidths 

Lowpass, 

111 .2 .1  Dig i ta l  F i l t e r  Design Methods' 

The design of a d i g i t a l  f i l t e r  can be accomplished by a v a r i e t y  of meth- 

ods. 

c h a r a c t e r i s t i c s  i t  i s  desired t o  preserve i n  the  d i g i t a l i z a t i o n .  I n  other 

cases, however, one may wish t o  spec i fy  the  d i g i t a l  design d i r e c t l y ,  a s  f o r  ex- 

ample,  i n  deriving the optimum weighting sequence f o r  sampled data  i n  the pres- 

Generally, t he  s t a r t i n g  point is a continuous f i l ter ,  c e r t a i n  of whose 

ence of noise.  

design procedures. An exce l len t  reference f o r  the lat ter i s  Blackman. 

Our a t t e n t i o n  i n  t h i s  s ec t ion  i s  devoted t o  the  former type of 
7 

Assume a t r ans fe r  funct ion H ( s ) ,  where s denotes complex frequency. 

One way t o  obta in  a sampled-data approximation i s  t o  apply the standard 

z-transform t o  H ( s ) .  This can be done by expanding H ( s )  i n t o  par t ia l  f r ac -  

t ions  and applying the z-transform t e r m  by t e r m ,  (Freeman,' Kaiser,' Rader 

and Gold," Ragazzini and Frankl in  ) 
11 Thus f o r  a s i m p l e  pole we have 

i A A 
9 

-siT -1 
i = = +  

s + s  
1 - e  Z 

i 

where T i s  t h e  sampling period. 

For mul t ip le  poles the transformation gives 
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It i s  a l s o  poss ib le  t o  f i n d  t h e  z-transform as follows (Ragazzini and 
11 Franklin ) : 

H(z)  = r e s ~ ( P k )  - epkT 1 9 

poles of 
H( 4 

(111-2) 

where the  poles of H ( s )  are designated as pk. 

r e s u l t  of considering t h e  i n t e g r a l  involved i n  wr i t i ng  t h e  Laplace transform 

of a sampled t i m e  function.)  

t h e  impulse response of t h e  d i g i t a l  f i l t e r  w i l l  be equal t o  t h e  sampled i m -  

pulse response of t h e  continuous f i l t e r .  

(This expression a r i s e s  as a 

The d i r e c t  z-transform has t h e  property t h a t  

9 The b i l i n e a r  z-transformation (Kaiser, Golden and Kaiser:' Radar and 
10 Gold 

defined by t h e  mapping transformat ion 

) i s  another way of obtaining a d i g i t a l  representat ion of H ( s ) .  It is  

s = - 2 tanh(slT/2) (111-3) T 

Considering only t h e  p r inc ipa l  values of o 1' -n/T < ol < n / T ,  Eq. (111-3) maps 

t h e  e n t i r e  s-plane i n t o  t h e  s t r i p  i n  - t h e  s 1 -plane bounded by o1 = -n /T  and 

o1 = n / T .  Thus, noting t h a t  z = e Eq. (111-3) becomes -1 

and we obtain 

H*(z)  = H ( s )  

as t h e  b i l i n e a r  z-form of H ( s ) .  
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From Eq. (111-3) , subs t i t u t ing  jo f o r  s we g e t  

2 o = - t a n  w T/2 . T ( 1  (111-4) 

Equation (111-4) shows that the b i l i n e a r  z-form w i l l  introduce a nonlinear war -  
ping i n  the frequency scale. Compensation f o r  t h i s  warping can be made by pre- 

warping the  c r i t i ca l  frequencies of the continuous f i l t e r  i n  such a way t h a t  

t he  b i l i n e a r  z-form w i l l  sh i f t  them back t o  the des i red  values (Golden and 

Kaiser la) .  Unlike the  d i r e c t  z-transform, the b i l i n e a r  z-form w i l l  give a 

sampled data  f i l t e r  with amplitude c h a r a c t e r i s t i c s  i d e n t i c a l  t o  those of t he  

continuous f i l t e r  i n  the  baseband (if the warping e f f e c t  i s  compensated). 

A d i g i t a l  f i l t e r  can a l s o  be designed on the bas i s  of an assumed squared 
10 magnitude function (Rader and Gold ) .  Thus, f o r  example, i n  the design of 

continuous f i l t e r s  we would have 

and 

as t h e  squared magnitude functions f o r  Butterworth and Chebyshev f i l ters , 
respect ively.  Now f o r  z on t h e  un i t  circle, the  d i g i t a l  system function H(z) 

corresponding t o  a l i n e a r  d i f fe rence  equation w i l l  be a r a t i o n a l  function of 

ejm. Thus, t h e  squared magnitude IH(ejm) I 
trigonometric functions of (jY. Hence t h e  problem of designing t h e  d i g i t a l  

f i l t e r  i s  t o  choose a squared magnitude funct ion s u i t a b l e  f o r  the desired 

f i l t e r i n g  appl ica t ion  and then t o  obtain the corresponding d i g i t a l  f i l t e r  

spec i f ied  by t h a t  function. 

d i t i ons  on the squared magnitude function f o r  r e a l i z a b i l i t y  are: 

2 
w i l l  always be a r a t i o  of two 

Rader and Gold" show t h a t  t h e  necessary con- 
any pole 



i n s ide  t h e  u n i t  circle must have a mate outs ide  t h e  circle of inverse magni- 

tude and the  same angle; a l l  poles must appear i n  complex conjugate pa i r s .  

Then t h e  required d i g i t a l  f i l t e r  is  obtained by: discarding a l l  poles and 

zeros a t  t he  o r ig in ;  pu t t i ng  the remaining poles and zeros i n t o  a one-to-one 

correspondence with respec t  t o  t h e  u n i t  circle as described above; discarding 

one of each corresponding p a i r  of poles and zeros wi th  the  re ta ined  poles a l l  

wi th in  the  uni t  c i r c l e ;  and forming the  t r a n s f e r  funct ion from the r e t a ined  
poles and zeros. 

funct ion of z wi th  real coe f f i c i en t s ,  and w i l l  be s t ab le .  

The r e s u l t i n g  transfer funct ion w i l l  then be a r a t i o n a l  

It turns  out t h a t  t h e  above r e a l i z a b i l i t y  conditions f o r  a s t a b l e  t rans-  

f e r  function w i l l  be m e t  i f ,  i n  t h e  squared magnitude funct ion,  cjy only appears 

as a squared trigonometric funct ion of & / 2 ,  and if these  expressions a r e  com- 

bined only by addi t ion ,  subt rac t ion ,  mul t ip l ica t ion ,  and divis ion.  A similar 

development has been given by Holtz and Leondes!' Their s t a r t i n g  point i s  t o  

f ind  a c l a s s  of functions whose amplitude frequency response approximates t h a t  

of an idea l  lowpass o r  highpass f i l t e r .  

i s  determined; i t  has an  i d e n t i c a l  amplitude frequency response over the 

e n t i r e  frequency range and i s  s t ab le .  As i n  Rader and Gold, it i s  found 

t h a t  t h e  class of real, even, r a t i o n a l  polynomials of t h e  trigonometric func- 

t i o n s  gives a s t a b l e ,  r e a l i z a b l e  d i g i t a l  f i l t e r .  Further ,  these  f i l t e rs  w i l l  

approach the  i d e a l  lowpass o r  highpass c h a r a c t e r i s t i c  as the  order  of the  

polynomial i s  increased. 

s u i t a b l e  combination of t he  lowpass and highpass designs.  

Then the  corresponding Q-transform* 

10 

Bandpass and bandreject  f i l t e r s  can be obtained by 

Another method of d i g i t a l  f i l t e r  design is  t o  cascade sect ions of ele- 

mentary designs so as t o  obtain a frequency shaping. Thus,for example, t he  

difference equation 

y(nT) = x(nT) - x(nT-T) 

* 
The Q-transform corresponds t o  t h e  b i l a t e r a l  z-transform, z = ejcjy, where 
o i s  r e s t r i c t e d  t o  real  values .  
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has a squared magnitude funct ion (power t r a n s f e r  function) 

H(w) = 2 - ~ C O S U T  . 

H ( o )  w i l l  have t h e  value zero a t  w = 0,  2n/T,  471/T, * , and w i l l  have maximum 
transmission a t  T/T,  3n/T, 5 n / T , * * * .  Such a f i l t e r  is  ca l l ed  a comb f i l t e r .  

Similar ly ,  one can f i n d  the power t r a n s f e r  funct ion f o r  o ther  d i f fe rence  

equations of both recurs ive  and nonrecursive type. 

t he  power t r a n s f e r  characteristics f o r  a number of composite f i l t e r s  t o  

achieve both lowpass and bandpass operation. 

Whittleseyl4 has shown 

10 Rader and Gold have a l s o  considered composite f i l t e r s ,  c a l l i n g  t h e i r  

method the  "frequency sampling technique." The idea i s  t o  cascade a comb 

f i l t e r  with a resonator  such t h a t  t he  poles of t he  resonator cancel ,  say,  

the kth zero of t h e  comb f i l t e r ,  and i t s  conjugate. 

w i l l  have zero gain a t  a l l  frequencies f o r  which the comb f i l t e r  i s  zero, 

except t he  frequency corresponding t o  the k 

Then the composite f i l t e r  

t h  zero. Thus by multiplying the 

composite f i l t e r  by an appropriate  constant  one can "Synthesize" a desired 

gain a t  the frequency corresponding t o  the  kth zero of the comb fi l ter .  

if the  "teeth" of t h e  comb f i l t e r  are spaced r e l a t i v e l y  c lose ,  a resonator 

can be designed f o r  each comb frequency i n  a desired band, and the  multiply- 

ing constants chosen s o  as t o  synthesize any des i red  magnitude response. 

This process i s  q u i t e  analogous t o  the  way i n  which a band-limited function 

i s  formed from a weighted sum of (sinT/T)-functions. 

t h a t  t h e  phase response of the synthesized f i l t e r  w i l l  be l i n e a r  and that the 

f i l t e r  w i l l  have an impulse response of durat ion m sample periods,  where m i s  

t he  number of zeros of the comb f i l t e r .  

Now 

The authors fu r the r  show 

S t i l l  another procedure f o r  designing a d i g i t a l  f i l t e r  i s  the method of 

Assume that one has a series expansion of a 
7 

moments, suggested by Blackman; 

continuous f i l t e r .  

2 H ( s )  = c + C ~ S  + c2s + * * *  . 0 (111-5) 

111-29 



It i s  des i red  t o  obta in  a sampled da ta  approximation t o  H(s) of  t h e  form 

(111-6) 

Since z = eST, w e  w r i t e  

e msT = 1 + msT + *+++...  2 ,  . (111-7) 

Then, subs t i t u t ing  the appropriate  form of Eq. (111-7) i n t o  Eq. (111-6) , and 
equating the r e s u l t  t o  Eq. (111-5) , w e  can obtain simultaneous equations 

t o  solve for  the a b .  i n  Eq. (111-6). The pr inc ipa l  disadvantage of the 

method (as ide  from having t o  know N(s) i n  expanded form and solve a se t  of 

simultaneous equations),  i s  t h a t  the poles of discrete f i l t e r  may be s i g n i f i -  

can t ly  d i f f e r e n t  from those of H ( s ) ,  and hence i n s t a b i l i t y  may r e s u l t .  

i’ J 

In  describing a l l  of the above design methods no mention w a s  made of 

t h e i r  ac tua l  implementation, either i n  a general  purpose o r  a spec ia l  purpose 

d i g i t a l  computer. Clear ly  some schemes w i l l  have longer computing t i m e s  and 
l a rge r  memory requirements than others .  These considerations as ide ,  though, 

there  are questions t h a t  must be examined as t o  how bes t  t o  implement a spec- 

i f i e d  d i g i t a l  t r a n s f e r  function. These questions involve such f ac to r s  as: 

required computer word length t o  maintain coe f f i c i en t  accuracy necessary f o r  

s t a b i l i t y ;  e f f e c t  of roundoff no ise  introduced a t  the  input and a t  intermed- 

ia te  computations; e f f e c t  of various arrangements ( i . e . ,  d i r e c t ,  cascade o r  

p a r a l l e l )  of t h e  d i g i t a l  f i l t e r  as regards the c o e f f i c i e n t  accuracy and round- 

off noise  problems. 

Kaiser’’ has given an ana lys i s  of the required coe f f i c i en t  accuracy 

necessary t o  ensure s t a b i l i t y .  H e  shows that  the bound on coe f f i c i en t  accur- 



rate ( f o r  s a m -  

For a given 

approximately 

Doubling t h e  

acy depends on both the  order of the f i l ter  and the  sampling 

pl ing rates l a rge  compared t o  the moduli of the f i l ter  poles 

sampling r a t e ,  doubling t h e  order  of the f i l t e r  w i l l  r equi re  

twice as many d i g i t s  f o r  representat ion of  t h e  coe f f i c i en t s .  

sampling rate f o r  an nth order  f i l ter  w i l l  r equ i r e  an add i t iona l  n loglo 2 
decimal d i g i t s  i n  t h e  representa t ion  of the coe f f i c i en t s .  These bounds 

appear t o  be pessimist ic .  

za t ion  of a f i l t e r .  

Further ,  they are v a l i d  only f o r  t h e  d i r e c t  reali- 

Gold and Rader'' have considered a simple noise model f o r  a second-order 

They compute the mean square output no ise  f o r  two d i f f e r e n t  r ea l i za -  f i l t e r .  

t i ons  of t he  f i l t e r ,  a d i r e c t  and a cascade (canonical) ,  and f ind  t h a t  the 

la t ter  i s  less s e n s i t i v e  t o  noise.  Their paper a l s o  includes experimental 

r e s u l t s  t o  show t h e  e f f e c t  of lower prec is ion  a r i thmet ic  on t h e  noise measure 

and comparison of these  r e s u l t s  with the values predicted from the  analysis .  

The r e s u l t s  appear t o  provide v e r i f i c a t i o n  of t h e  model f o r  the second-order 

f i l t e r  considered. 

111 .2 .2  

possible  

t r a t ed .  

by: 

Design Example 

Using the b i l i n e a r  z-transformation discussed i n  Section 111.2.1,  two 

r ea l i za t ions  of a third-order?  lowpass Butterworth f i l t e r  a r e  i l l u s -  

For cu tof f  frequency o the  Butterworth t r ans fe r  funct ion i s  given 
O? 

1 H(s) = 

+ 2(;0y + 2 ( e )  + 1 

The corresponding d i g i t a l  t r ans fe r  funct ion becomes 

-1 -2 -3 a. + alz + a2z + a3z 

1 + blz + b2z + b3z -1 -2 -3 H'(z) = (111-8) 
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, where T is the sampling period, the coefficients in Letting a = tan - 
Eq. (111-8) are given by 

WOT 
2 

3 2 3a + 2a - 2a -3 
b =  2 a3 + 2a + 2a + 1 

3 a - 
0 a3 + 2a2 + 2a + 1 a. - 

- 3a3 - 2a2 -2a + 3 
+ 2a + 1 

3 3a 
2 2 a3 + 2a b2 - 

- 
a3 + 2a al - + 2a + 1 

a2 = al 

a3 = a 
0 

2 - a3 -2a + 2a -1 
a3 + 2a2 + 2a + 1 b3 - 

a 

for 
I 

[-n < w0T < .] 3 

The transfer function, Eq. (111-8) , can be implemented directly, by a 
single difference equation, or  canonically, by a pair of simultaneous differ- 
ence equations. In the first case the result is: 

\ y(nT) = a. x(nT) + al x(nT-T) + a2 x(nT-2T) + a3 x(nT-3T) 

- bl y(nT-T) -b2 y(nT-2T) - b3y(nT-3T). 

To obtain the canonical form we write: 



' 1  
t 

d 

Thus we obtain: 

and 

9 

1 

w(nT) = x(nT) - blw(nT-T) - b2w(nT-2T) - b3w(nT-3T) 

y(nT) = aow(nT) + alw(nT-T) + a2w(nT-2T) + a3w(nT-3T) . 

The canonical form i s  general ly  t o  be preferred i n  terms of ensuring 
16 grea ter  protect ion against  noise due t o  t runcat ion and roundoff e f f ec t s .  

In  a spaceborne computer, where word s i ze  i s  l i k e l y  t o  be r e s t r i c t e d ,  one must 

be ca re fu l  t o  inves t iga te  the best  implementation fo r  the l imited precision. 

The differences i n  the two implementations a re  c l e a r l y  shown i n  Table 111-4. 

The e n t r i e s  i n  Table 111-4 represent  the f i l t e r  response a t  the 150th sampling 

in s t an t  t o  a constant input of value 10.0 f o r  the various precis ions l i s t e d  

and fo r  each of the two r ea l i za t ions .  The canonical form is seen t o  o f f e r  

f a r  grea te r  protect ion against  computation noise,  pa r t i cu la r ly  below a 24-b i t  

word length. 

111.3 SPECTRAL ANALYSIS 

Spec t ra l  ana lys i s  i s  a mathematical t o o l  fo r  estimating the power spectrum 

of a time fimction from a f in i t e - l eng th  record. The s p e c t r a l  density of a 

f in i t e - l eng th  record d i f f e r s  from tha t  of the e n t i r e  function; we can never 

hope t o  approach the t rue  value except by taking longer records, which has 

obvious p r a c t i c a l  drawbacks d i c t a t ed  by storage and computational l imi ta t ions .  

The physical process generating the time funct ion must i n  general be considered 

nonstationary. 

the process as  prec ise ly  as desired by the experimenter. There i s  a basic 

c o n f l i c t  when making s p e c t r a l  estimates between the s p e c t r a l  reso lu t ion  tha t  

can be obtained and the s t a b i l i t y  ( o r  v a r i a b i l i t y )  of the estimate.  

one t r i e s  t o  resolve individual  s p e c t r a l  l i nes  i n  a s igna l  the grea te r  the 

spread of the confidence range about the estimate.  Conversely, reducing the 

v a r i a b i l i t y  of the estimate reduces the reso lu t ion  of s p e c t r a l  l ines .  

Longer record lengths may not revea l  the nons ta t ionar i ty  of 

The f ine r  
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PRECISION 

36 b i t s  

30 b i t s  

24 b i t s  

18 b i t s  

13 b i t s  

TABLE 111-4 

VALUE O F  FILTER OUTPUT AT 150th SAMPLING 
INSTANT FOR CONSTANT VALUE INPUT = 10.0. 

DIRECT 

10.000000 

9.999998 

9.9996 98 

9.983826 

9.248047 

CANONICAL 

10.000000 

10.000000 

9.999903 

9.992493 

9.833984 

111-34 



In Section 111.3.1, the mathematical basis of the resolution-stability 
tradeoff is shown, and in Section 111.3.2, the steps for performing spectral 
analysis via the indirect method (Fourier transformation of the autocovariance 
function) , are given. 

111.3.1 Resolution and Variability of Spectral Estimates 

A thorough treatment of the resolution-stability conflict is given in 
Blackman and Tukey;I7 a few of the salient features are summarized below. 

We let P. f represent a smoothed estimate of the true spectral den- 1 1  
sity P(f) near frequency f ly  the subscript "i" referring to the type of smooth- 
ing. 
window" in the time domain when forming the autocorrelation function. (Smooth- 
ing is essential because only a finite-length time record is available and 
particular frequencies cannot be identified exactly; i.e., the presence of 
neighboring frequencies with random phases has effects similar to those of 
noise in preventing such identification.) 

This smoothing in the frequency domain is the equivalent of using a "lag 

We can interpret the estimate 
according to the formula: 'i (f~) 

ave {Pi(f)} = f-Hi(f;fl)P(f)df 
0 

That is, the average value of the smoothed spectral estimate is the result of 
passing the true spectrum through a network with power transfer function 

Hi (f;fl). For compactness, we define Pil( f) = Hi (f;fl)P( f) . 
We form the dimensionless variability of P (f as: i 1) 

(111-9) 

where TI is the effective record length (actually an approximation to it). n 



'e 

i s  the equivalent width of Pil, and 

(111-10) 

(111-11) 

It can be shown tha t  Eqs .  (111-9) through (111-11) w i l l  be va l id  only i f  

P ( f )  changes s lowly  i n  r e l a t ion  t o  l / T ' .  From E q . ( I I I - g ) ,  we note tha t  the la rger  n 
the record and the wider the equivalent wid th ,  the more s t ab le  the estimate.  

However, i t  i s  a l so  seen tha t  increasing the w i d t h  makes the estimate r e fe r  t o  

an average power densi ty  over a wider frequency range, thereby decreasing the 

reso lu t ion  of the est imate .  I f  P( f )  does not  change slowly but cons is t s  of a 

sharp peak, the dimensionless v a r i a b i l i t y  can be shown t o  be approximately 

unity,  a r e s u l t  t ha t  w i l l  be independent of TA so long as  l/TA i s  not small 

enough t o  be comparable with the width of the peak. 

t r a l  l i nes  i s  obtained a t  the expense of s t a b i l i t y  of the estimate.  

Thus, reso lu t ion  of spec- 

Perhaps a more convenient descr ipt ion of s t a b i l i t y  can be obtained by 

consideration of the equivalent number of degrees of freedom of the estimate; 

t ha t  i s ,  the number of degrees of freedom i n  a chi-square d i s t r i b u t i o n  some 

mult iple  of which the estimate resembles. Thus, the coe f f i c i en t  of va r i a t ion  

2 
k + y , the r a t i o  of r m s  deviat ion t o  average value, i s  2 2 3 of Xk = y1 + y2 + ... 

(2 /k) ' l2 ,  where the yi a r e  independent Gaussian var iab les  with zero mean and 

u n i t  variance.  W e  see  t h a t  

and t h i s  i s  a l so  true fo r  any m u l t i p l e  of xk. 
becomes r e l a t i v e l y  l e s s  var iab le  as  k increases,  

2 k 

J 
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We can 

k =  

obtain the value of k from: 

2 2 2 (average) - 
2 .  

- 
variance (coef f .  of var ia t ion)  

Thus, when P( f )  i s  smooth, the number of degrees of freedom is,  from Eq. ( 111-9) : 

( 111- 12) 
e k = 2TAWe = a f  

W 
, 

where the second form expresses the number of degrees of freedom as  the number 

of elementary frequency bands of width Af contained i n  the equivalent width 

W . e 
equivalent w i d t h ,  the l a rge r  the number of degrees of freedom and, hence, the 

more s t ab le  the estimate. Use can be made of standard chi-square tables  t o  

obtain confidence in t e rva l s  for  estimates.  

Equation (111-12) shows tha t  the  longer the record length and the wider the 

On the other  hand, i f  P( f )  has a s ing le  sharp peak, we f ind,  using the 

r e s u l t  mentioned previously, t ha t  k = 2, provided tha t  l / T 1  i s  not  small enough 

t o  be comparable w i t h  the  width of the peak. Thus, we again observe the sac r i -  

f i c e  i n  s t a b i l i t y  of the estimate i n  achieving resolut ion.  Note tha t  a s ing le  

s p e c t r a l  l i n e  corresponds t o  specifying amplitude and phase and, hence, w i l l  
have t w o  degrees of freedom. 

n 

This discussion i s  intended t o  point out some of the p i t f a l l s  inherent 

i n  obtaining s p e c t r a l  es t imates .  The pr inc ipa l  point t o  be emphasized i s  tha t  

r e l i a b l e  estimates a r e  possible  only i f  the  experimenter has a rough idea of 

the ac tua l  shape of the spectrum being estimated. 

enable an i n t e l l i g e n t  choice of record length and smoothing f i l t e r .  Another 

f ac to r  t o  be considered when dealing with d i g i t a l  implementation of spec t r a l  

estimation i s  the sampling frequency. This frequency must be se lec ted  high 

enough t o  minimize possible a l i a s i n g  e r ro r s ,  a s e l ec t ion  tha t  demands a know- 

ledge of the spectrum shape. Generally, the spacecraf t  instruments have a 

well-defined bandwidth so tha t  s e l ec t ion  of the necessary sampling r a t e  

(Nyquist r a t e )  i s  straightforward. 

Such knowledge w i l l  then 

It might be mentioned tha t  sampling above 
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the Nyquist r a t e  o f f e r s  no increase i n  the number of degrees of freedom as- 

sociated with the estimate.  However, a t  r a t e s  below the Nyquist r a t e ,  we gain 

one degree of freedom for  each addi t iona l  observation of a record of f ixed  

length. 

111.3.2 Ind i r ec t  Method f o r  Obtaining Spec t ra l  Estimates f o r  Sampled Data 

The i n d i r e c t  method computes the  s p e c t r a l  estimate from the Fourier 

transform of the autocovariance function. Spec t ra l  estimation v i a  the d i r e c t  

method involves placing narrowband f i l t e r s  about the desired spec t r a l  l ines  

and squaring and averaging the f i l t e r  outputs over the observation time. The 

ind i r ec t  method has been general ly  favored by inves t iga tors ;  i t  o f fe r s  some 

computational advantages. 

A s  discussed i n  Section 111.3.1, we can obtain only a smoothed estimate 

of the t rue  s p e c t r a l  densi ty  near any pa r t i cu la r  frequency. 

estimate can be in t e rp re t ed  as  the r e s u l t  of convolving the  t rue  spectrum with 

a spec t r a l  window. 

i n  the frequency domain. P rac t i ca l ly ,  i t  must be somewhat spread s ince f i n i t e  

lag  times must be used i n  forming the autocovariance function (from which the 

power spectrum i s  derived v i a  the Fourier transform). 

c o n f l i c t  between reso lu t ion  and s t a b i l i t y  of the s p e c t r a l  estimate:  the smaller 

the maximum lag used t o  compute the autocovariance, the s t a b l e r  the estimate 

( i . e . ,  the smaller the v a r i a b i l i t y ) .  On the other hand, a small lag means a 

wider spec t r a l  window, and hence poorer reso lu t ion  of individual  frequencies. 

The smoothed 

The s p e c t r a l  window idea l ly  i s  l i k e  an impulse function 

Herein l i e s  the basic 

An ou t l i ne  of the s teps  necessary t o  produce s p e c t r a l  estimates using 

the Fourier transform of the autocovariance i s  given below i n  terms of f i n i t e -  

length discrete-t ime data:  7 

. . . , x uniform spacing, A t  1) data values: xo, xl, n’ 

N 

xi 
+ i=o  
1 - 

2) compute mean value of data: x = - 

xi = xi - 3) remove mean from data:  
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4) compute mean lagged 

N-r 1 - 
‘r - N  - r + 1 

products (autocovariance) at spacing A t  

X r = 0, 1, ..., M q+r ’ 

where M 2 N 

5) compute raw spectral density estimates at frequency spacing 1/2MAt 

“’ + CM COS SB , s = 0, 1, ...., M 1 M- 1 
S M 

6) compute smoothed spectral estimates 

P =  
0 

P =  
S 

P =  M 

To hold 

s v + s2 v1 2 0  

s = 1, 2, ...) M-1 s1 vs-l + s2 vs + s3 vs+l’ 

’2 ‘M-1 -k ‘2 ‘M 

where S S and S are weights determined by the type of 
spectral window used. 

the variance of the estimates to a level well below the ex- 

1’ 2 3 

pected value, we should keep the ratio N/M large, typically, greater than 10. 
At the same time, we note that the resolution of the estimate is proportional 
to the reciprocal of M. Therefore, we are forced to accept a certain minimal 
resolution when demanding that the variability be below a fixed dB level. 

111.4 DATA PROCESSING CONSIDERATIONS FOR PIONEER EXPERIMENTS 

The availability of a general-purpose digital computer as the on-board 
central data processor leads to the consideration of algorithms for process- 
ing the data from the various instruments. Various processing possibilities 
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have been considered for representative instruments. 
puter in achieving data compression has been a primary concern. 

The advantage of a com- 

111.4.1 Neutron Detector 

The interface between the neutron detector and the CDS is shown in 
Figure 2-1. 
timing information, amounts to 208 bits per second for the neutron detector. 
One way of reducing this requirement is to accumulate data over only a few 
hours during a day or to sample less frequently, thereby lowering the average 
bit rate. This may be undesirable since it sacrifices what might be valuable 
information. Use of logarithmic counters would immediately reduce the bit 
rate. 

The bit requirement for the measurements alone, exclusive of 

Pr oces s ing A 1 terna t ives 

1. The simplest processing uses zero-order thresholding of the count 
accumulations in the successive one-second measurement intervals. Thus, the 
gamma ray count for interval k + 1 is not transmitted unless it varies by more 
than, say, T units from the previous transmitted value. The disadvantage of 
such a scheme is that, during periods of rapidly fluctuating counts and for 
low telemetry rates, the thresholding method may offer almost no data compres- 
sion. 
demands on the control of the buffer queue. 

Further, it can require frequent formatting change and can put severe 

2.  The accumulation of histograms for each measurement over some in- 
terval, large compared to the one-second counting time, offers several pos- 
sibilities for data compression. From the histogram, the CDS can readily com- 
pute the mean, variance, and other statistical quantities of interest as well 
as giving the maximum and minimum counts and their relative frequencies and 
the count having highest frequency (the mode). Furthermore, these statistics 
can themselves be thresholded so that they are transmitted only when they 
change by more than some fixed percentage from the previously transmitted 
values. 

Compression of the histogram data can also be achieved by use of sample 
quantiles. It has been shown that as few as four sample quantiles are suffi- 
cient to give efficiencies exceeding 90 percent and 73 percent, respectively, 
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for estimates of the mean and variance from a normal population. The disad- 
vantage of using quantiles is that, for severely nonnormal populations, the 
estimate of the variance can be substantially in error. Use of more than four 
quantiles will give improved results, but obviously at the expense of reducing 
the compression ratio. 

111.4.2 VLF Experiment 

The instrument schematic is given in Figure 2-1. The six lines marked 
. . . , M2 denote the interface with the CDS. The programmable filter has EXl’ 

a bandwidth that is 10 percent of the center frequency. This means that, for 
the center frequencies of 16 Hz and higher, the sample rate of one sample per 
second is likely to result in aliasing. For each center frequency, the data 
output is represented by 39 bits, assuming 6 bits for each of the six lines 
and 3 bits to identify the center frequency (1 out of 7) used. 
frequency is always stepped through the same cyclic order, then only one bit 
is needed to identify the start of the cycle. 

If the center 

Process ing A1 ter na t ive s 

1. Simple thresholding as in Section 111.4.1, (1). 

2 .  At low telemetry rates, each measurement can be stored over a num- 
ber of sample periods and the mean, variance, and other quantities periodically 
computed and transmitted. 
111.4.1, (2). 

These quantities can be thresholded as in Section 

3.  Each measurement can be sampled at rates greater than one sample 
per second and digital filtering used to determine the spectral content of 
the signals. This spectral information can be used either to control the rate 
at which samples are transmitted (providing the telemetry rate allows for such 
leeway) or to provide indication to the ground of the data activity. In the 
former case, the CDS would have the concomitant task of altering the data flow 
from the other experiments, under some priority schedule, to permit the in- 
creased data rate. 

4 .  Orthogonal polynomials or Fourier series expansions for each mea- 
surement over a number of intervals. Such expansions result in best least 
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squares approximations t o  the data,  and a s u f f i c i e n t  number of terms can be 
computed so  as t o  give an e r r o r  t e r m  less than some des i red  amount. Thus, the  

p o s s i b i l i t y  e x i s t s  t h a t  M c o e f f i c i e n t s  can be t ransmit ted i n  place of N data 

samples, where M < N ;  and, hence, compression can be achieved. This method 

w i l l  be s u i t a b l e  f o r  those measurements having lower prec is ion  requirements 

and where the  ground s t a t i o n  processing i s  l i k e l y  t o  use least squares tech- 

niques. 

111.4.3 Cosmic Ray Experiment 

The instrument arrangement i s  shown i n  Figure 2-1. The b i t  requirement 

i s  67 b i t s  per sec tor .  The sec to r  sampled i s  advanced each spacecraf t  revolu- 

t ion .  

ducing the b i t  rate. 

A s  with the  neutron detector ,  logarithmic counters o f f e r  a way of re- 

P r  oc e s s ing A 1  t erna t ives 

Same as f o r  neutron detector ,  Section 111.4.1. 

1 

111.4.4 Plasma Probe 

Figure 2 - 1  showed the  schematic arrangement of t he  instrument and the  

in t e r f ace  spec i f ica t ions .  

spec i f i c  measurement pat tern;  and, as long as t h i s  pa t t e rn  i s  i n  force,  i t  i s  
a s i m p l e  matter t o  reduce the  b i t  rate with no add i t iona l  processing. 

The instrument i s  programmed t o  cyc le  through a 

Consider 

the scan mode data  word: 3 b i t s  are used t o  descr ibe which of 8 channels i s  

selected;  4 b i t s  t o  give the sec tor  (1 out  of 15 ) ;  7 b i t s  f o r  the f lux  m e a -  

surement; and l b i t  t o  specify the energy level (analyzer p l a t e  voltage) cycle.  

It i s  c l ea r  t h a t  the  channel and sec tor  b i t s  a r e  superfluous i f  the channels 

are se l ec t ed  i n  f ixed cyc l i c  order and the sec to r s  sampled sequent ia l ly .  

a t  low telemetry rates when some of the  sec to r s  are omitted, the  ordering i s  

s t i l l  f ixed.  Occasionally, i t  i s  des i rab le  t o  t ransmit  the  channel and sec tor  

information as a check on proper instrument performance. I n  the  maximum mode, 

channel i d e n t i f i c a t i o n  is  superfluous because of the f ixed  order of channel 

se lec t ion .  The c a l i b r a t i o n  s igna l s  need be sen t  only i f  they d i f f e r  by more 

than some allowable tolerance from the  desired values,  a check e a s i l y  imple-  

mented by the  CDS. 

Even 

The CDS can a l s o  be used t o  perform the  maximum mode 
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functions t h a t  are cu r ren t ly  shown i n  Figure 2-1 as being done wi th in  the in-  

strument. A s  wi th  a l l  other instruments, t h e  easiest  way t o  reduce the aver- 

age b i t  rate i s  simply t o  res t r ic t  the operating period of the instrument. 

Processing Al te rna t ives  

1. Simple thresholding as i n  Sect ion 111.4.1, (1). . I n  the  scan mode, 
successive samples of the s a m e  measurement ( i . e . ,  s a m e  energy leve l ,  channel, 

and sec tor )  occur once every 384 spacecraf t  revolut ions.  Thresholding of 

measurements f o r  adjacent sec tors  f o r  the same channel and energy l e v e l  and 

f o r  adjacent channels f o r  the s a m e  sec tor  and energy level should a l s o  be 

considered as a means of obtaining compression. Similar ly ,  thresholding can 

be used i n  the maximum mode. 

2.  Histogram compilation and ana lys i s  as i n  Section 111.4.1, (2), f o r  

both the scan mode and maximum mode. A modification of the instrument sam- 

pling format might be considered whereby the  measurement period could be re- 
duced from the cur ren t  value of 384 revolut ions.  

samples  per u n i t  t i m e  and would make the  histogram analys is  more meaningful 

by reducing the  t i m e  needed t o  acquire  an appropriately la rge  number of s a m -  

p les .  I n  order t o  do th i s ,  it would be necessary t o  multiplex a l l  e igh t  chan- 

nels ,  i n  e f f e c t ,  sample them a l l  i n  each of the  15 sec tors .  

This would produce more 

111.4.5 Triaxial Fluxgate Magnetometer 

The basic  instrument schematic and i n t e r f a c e  i s  given i n  Figure 2-1. 

A r e a l i s t i c  approach t o  data processing requires  t h a t  the low-pass f i l t e r  fo r  

each ax i s  have a cu tof f  frequency s u f f i c i e n t l y  high t o  pass a l l  desired in -  

formation. For a l l  th ree  gates  combined, a s ing le  data  sample  spec i f i e s  e i t h e r  

imp l i c i t l y  o r  e x p l i c i t l y  32 b i t s :  8 b i t s  f o r  each f lux  measurement; 2 b i t s  f o r  

the sun aspect  sensor posit ion; 2 b i t s  f o r  the dynamic range posit ion; 3 b i t s  

f o r  the  dc o f f s e t  posi t ion;  and 1 b i t  fo r  the f luxgate  physical o r ien ta t ion .  

This assumes t h a t  sampling i s  done four  t i m e s  per  revolution. Here, as with 

the  plasma probe, some savings can be made i f  the same sampling arrangement 

i s  always used. However, it may be des i rab le  t o  sample more frequent ly  i n  

order t o  determine the  s p e c t r a l  c h a r a c t e r i s t i c s  of the sensor outputs.  This 



s p e c t r a l  information can be used t o  determine an appropriate  sampling r a t e  o r  

t o  govern the  rate a t  which measured samples are transmitted.  A l l  processing, 

including s p e c t r a l  ana lys i s  and compensation f o r  the sp in  e f f e c t  of the space- 

c r a f t  on the magnetic f i e l d  measurements, can be performed d i g i t a l l y .  

Proc e s s ing  A 1 ter na t ives 

1. Simple thresholding as i n  Sect ion 111.4.1, (1) 

2. Histogram compilation and ana lys i s  as i n  Section 111.4.1, ( 2 ) .  

3 .  Spect ra l  ana lys i s  of sensor outputs.  I f  t he  ana lys i s  ind ica tes  

t h a t  s igna l  frequency content i s  higher than can be handled by the ava i lab le  

telemetry r a t e ,  then some points of the s p e c t r a l  d i s t r i b u t i o n  can be t rans-  

m i t  t ed .  

111.4.6 Stanford Radio Propagation Experiment 

Figure 2 - 1  shows the  schematic arrangement of the  instrument and notes 

the appropriate  i n t e r f ace  points. The most subs t an t i a l  b i t  requirement occurs 

on l i n e  S W e  can assume t h a t  the CDS determines the  maximum and minimum 

values ( 6 - b i t  precision) of S once per revolut ion from 36 or  128 samples. 

Line S1 accumulates counts; and, therefore ,  histogram methods a r e  applicable.  

5' 
5 

Proc es s ing A 1 t e r n a t  ives  

1. Simple thresholding a s  i n  Section 111.4.1, (1)--applicable t o  a11 

l i n e s .  

2 .  Histogram analys is  a s  i n  Section 111.4.1, (2)--appl icable  t o  a l l  

l i n e s ,  pa r t i cu la r ly  Sl. 

3 .  Orthogonal polynomials a s  i n  Section 111.4.2, (4)--appl icable  t o  a l l  

1' . l i n e s  except S 

111.4.7 Conclusions 

Several  points  a r e  c l e a r  a s  regards e f f e c t i v e  use of the  CDS i n  hand- 

l i n g  the v a r i e t y  of s igna l s  generated by the instruments. In  general, i t  

seems bg t t e r  t o  employ averaging methods ( e .g . ,  computation of mean, variance, 
:. 
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and s p e c t r a l  d i s t r ibu t ion )  r a the r  than o m i t  data samples when the data band- 

width exceeds the ava i l ab le  telemetry r a t e .  In  t h i s  way, the CDS i s  being 
used t o  e f f e c t  compression; and a l i a s i n g  e r r o r s  due t o  in su f f i c i en t  sampling 

r a t e s  a re  minimized. 

It i s  a l s o  c l e a r  t ha t  a v a r i e t y  of algorithms could be s tored by the 

CDS so tha t ,  by monitoring the data from each instrument, the appropriate 
algorithm can be se lec ted .  

i s  a d i s t i n c t  advantage possessed by a d i g i t a l  computer. 
This " t a i l o r i n g "  of the  processing t o  each channel 

'i 
i 
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APPENDIX I V  

CDS INmTT/OUTPUT TIMING REQUIREMENTS 

The input/output timing requirements are a f f ec t ed  by the method employed 

t o  move da ta  across  the interface. The precis ion,  sampling rate, and s igna l  

conditioning required f o r  each data  l i n e  w e r e  spec i f i ed  i n  Volume I. 

I V . l  EXPERIMENT AND SUBSYSTEM DEFINITIONS 

Each experiment and S/C subsystem is discussed below: 

I V .  1.1 Magnetometer 

The input/output l i n e s  fo r  the magnetometer a r e  shown i n  Figure IV-1. 

Magnetometer - 
Sensor A ,  0-5v, 8 b i t s ,  sample 4/sec. maximum 

Sensor By 0-5v, 8 b i t s ,  sample  4/sec. maximum 

Sensor C y  0-5v, 8 b i t s ,  sample 4/sec. maximum 

Mag On-Off Command, 1 b i t  

Bias, 3 b i t s  C ommand s 
Sens i t i v i ty ,  2 b i t s  

Orientat ion,  1 b i t  

Figure IV-1. Magnetometer Input/ Output 

Data l i n e s  A, B, and C a r e  assumed t o  be equipped w,th amplitude-to- 

pulse-width (A/PW) converters.  A t yp ica l  A/PW converter i s  shown i n  Figure 

IV-2. 
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P 

OUTPUT 
7' PULSE 

C DS 
SAMP LI N G 
COMMAND 
TRIGGER 

SENSOR A 

Figure 1V-2. M P W  Converter 

A CDS t r i g g e r  sets the  f l i p - f l o p  shown i n  Figure IV-2 and ramp voltage 

i s  generated automatically.  

measured, the  f l i p - f l o p  resets automatically.  The output i s  the pulse shown 
i n  Figure IV-2. The pulse i s  i n i t i a t e d  by the  s e t  command and terminated by 

the reset command. The A/C pulse i s  coupled t o  the  CDS. The t r a i l i n g  edge 

of the pulse t r i g g e r s  the ga te  shown i n  Figure I V - 3  t o  the "off" posi t ion.  

When the ramp vol tage equals the voltage t o  be 

128 kHz 
CLOCK 

GATE "ON" TRIGGER 
FROM SAMPLtNG SUBROUTINE 

OUTPUT 

Figure IV-3. Digital Representation of Sensor A Analog Voltage 

When the  sampling command sets the  f l i p - f l o p  i n  the A/PW converter, i t  

a l s o  opens the ga te  shown i n  Figure I V - 3 ;  128 kHz clock pulses a r e  counted. When 

the  t r a i l i n g  edge of t he  A/PW output pulse t r igge r s  the ga te  "closed", the 

r e g i s t e r  contains a d i g i t a l  number represent ing the analog input  from Sensor 

A .  

t he  ga te  w i l l  be opened f o r  4 milliseconds maximum. 

I f  the analog number i s  spec i f ied  t o  8 b i t  accuracy ( 9  b i t  reso lu t ion) ,  

The ramp generator i s  
i 
5 assumed t o  be ca l ib ra t ed  t o  sweep 0 - 5v i n  4 milliseconds f o r  9 -b i t  resolu-  

t i o n  when a 128 kHz clock i s  employed. 
i 
i 

I V - 2  



The A/PW converter minimizes po ten t i a l  d r i f t  problems. A/PW converters 

The Mariner A/PW converters had 9 -b i t  have been space q u a l i f i e d  on "Mariner." 

plus s ign  conversion r e so lu t ion  and 8 -b i t  accuracy. 

brated i n  f l i g h t .  

Also, they can be c a l i -  

An A/PW converter can be implemented f o r  bipolar  analog inputs.  Two 

converters of complementary design are required.  

i n  parallel. 

c onver ter  . 

Their inputs are connected 

A l o g i c a l  combination of t h e i r  outputs implement the b ipolar  

Lines A, B, and C are equipped with 9 -b i t  A/PW converters t o  assure  

8-b i t  accuracy. Since l i n e s  

(A-C) are sampled four  t i m e s  per  spacecraf t  revolu t ion  a t  high TLM b i t  rates, 
i t  takes  approximately 48 milliseconds t o  serv ice  the  magnetometer i f  t he  con- 

vers ions are t i m e  sequenced. I f  lines (A-C) are converted simultaneously, the 

t o t a l  conversion t i m e  i s  16 mill iseconds.  
commands indicated i n  Figure I V - 1  i s  negl ig ib le .  

The conversion time i s  4 milliseconds per  l i n e .  

The time required t o  execute the 

Commands are i n i t i a t e d  via the  command l i n k  or  the  "on-board" program. 

Commands are executed i n  the instruments from information supplied v i a  the  

c e n t r a l  data system. The command execute code i s  routed via the  command 
switch shown i n  Figure IV-4. The command execute code es tab l i shes  the i n t e r n a l  

magnetometer switching f o r  the  bias ,  s e n s i t i v i t y ,  o r ien ta t ion ,  and instrument 

"on" or  "off  I' . 

COMMAND EXECUTE CODE CDS 

Figure IV-4. Command Flow 
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The requirement for sampling lines A, B, and C of the magnetometer 

simultaneously establishes the need for three separate multiplexers, gates 

and registers.  

acter is t ics .  

magnetometer is  approximately 16 milliseconds/second, assuming simultaneous 

sampling of lines A ,  B, and C and the use of three multiplexers, each multi- 

The registers must combine counter and sh i f t  register char- 

Total maximum sampling and conversion time required for the 

plexer feeding a gate and register. 

I V .  1 . 2  Cosmic Ray Telescope 

Figure IV-5 shows the inpu t /ou tpu t  lines for the CR telescope. 

CR Telescope 

$,, 7 b i t s ,  0-5v, sample (l /sec) , requires peak 

detector and hold c i rcu i t  

5 bi ts ,  0-5v, sample ( l / s ec ) ,  requires peak 
A 

D3' 
detector and hold c i rcu i t  

V 4 D1D2D4, 5 pulses, 13 bi t s ,  10 pulses/sec. 

DlD2E3E4, 5v pulses, 9 bits ,  10 

D1D2D3E4, 5v pulses, 9 bits ,  10 

D1D2D3E4, 5v pulses, 7 bits ,  10 
V 5 D4, 5 pulses, 17 bits ,  10 pulses/sec. 

_.-  

3 

3 

2 

pulses/sec. 

pulses/sec. 

pulses/sec. 
- 

Temp, 0-5v, 6 b i t s  

Bias, 0-5v, 6 b i t s  

Calibrate mode, bilevel 

Calibrate, 1 b i t  

D Reset, 1 b i t ,  l/sec. 
A 

1 
A 
D Reset, 1 b i t ,  l/sec. 

'lOn"/"Off" Command, 1 b i t  

3 

Figure IV-5. CR Telescope Input/Output 
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'1 

i 
t 

'1 
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n A It is assumed that the peak amplitudes D and D are available for 1 3 
sampling. 
designer. 
representations of D and D3. 
the peak detector outputs are zeroed by D1 and D 
an 8-bit converter is employed with a 128-kHz clock for D1. 
time is 2 milliseconds. 
version time is 1/2 millisecond. 
revolution maximum. 

The method by which pulses are isolated is left to the instrument 
A/PW converters are assumed to be employed for generating digital 

A A At the completion of the conversion process, 
A A 1 

reset commands. Assume that 
A 3 

The conversion 
A 

A 6-bit A/PW converter is employed for D3. The con- 
Each line is sampled once each spacecraft 

The experimenters may want to retain some or all of the counters in 
the instrument. 
is required. The maximum counting rate is 100 per second. One method which 
may be employed for moving the contents of the counter to the CDS is to drive 
the counter to overflow. 
such a scheme. 

Consider line D1D2D3z4 defined in Figure I V - 5 .  A 7-bit counter 

Figure IV-6 shows a simplified functional diagram of 

INTERFACE 

128 kHz PULSE 
1-STEAM FROM CDS 

- 
D, D ~ D ~ E ~ ,  5" PU L 

f l  
GGER 

128 kHz PULSE STREAM 

Ovf 1 GATE 'ION" 
TRIGGER FROM 

GATE "OFF" SAMPLING 
SUBROUTIN E 

OVERFLOW' IN DlCATOR 
RESET FROM CDS 

Figure IV-6. Moving Counter Contents to CDS 

A sampling command simultaneously "opens" a gate and connects a 128-kHz 
When the pulse stream to the 'I-bit counter in parallel with the normal input. 

7-bit counter overflows, the gate in the CDS is "closed" by an overflow trig- 

ger, The accumulated count in the register is the complement of the count in 
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the  instrument. The conversion t i m e  is  approximately 1 mill isecond f o r  a 

7-b i t  counter, 2 milliseconds f o r  an 8-b i t  counter, e t c .  

A s ing le  f l i p - f l o p  may replace a counter,  f o r  counting events, a t  a 
3 rate of 10 pulses/sec. 

increments a CDS counter when necessary. 

quired per service;  a maximum of 25000/9 memory cycles/second are required f o r  

l i n e  (D = D  * D  * D  1 assuming the  9 CR angular sec tors  are equal. Approximately 

5.6 mill iseconds maximum w i l l  be required t o  service l ine (D1* D2'ij3*D4.) assum- 

ing a 2 microsecond memory cyc le  i s  employed by the  CDS. 

The CDS samples  the  f l i p - f l o p  lo3 t i m e s  a second and 

Twenty-five memory cycles  are re- 

- -  
1 2 3 4  

A s i m i l a r  s i t u a t i o n  e x i s t s  f o r  D ~ D ~ D ~ ~ ~ .  It w i l l  require  approximately 

1/2 millisecond maximum t o  serv ice  the  l i n e  designated 5 D D 5 1 2 3 4  
- -  

The d a t a  l i nes  designated D1D2D4 and D allow few conversion a l t e rna -  

I f  a counter i s  employed on the D 4 ( 1 7 )  l i ne ,  the  technique of Figure 
4 

tives. 

I V - 6  leads t o  excessive conversion t i m e s .  I f  the experimenter wants t o  t rans-  

m i t  only se lec ted  b i t s ,  e .g . ,  6 out of 17, the 6-b i t  posi t ions are sensed se- 

quen t i a l ly  once each second. The counter i s  never reset i n  t h i s  mode of oper- 

a t ion .  The conversion time w i l l  be approximately 120 microseconds (20 micro- 

seconds pe r  b i t  posit ion) f o r  a 2 microsecond memory cycle.  I f  only 4 b i t s  

of counter D D D (13)  are t o  be read out,  t he  conversion t i m e  i s  estimated t o  
- -  

1 2 4  
be 80 microseconds f o r  a 2 microsecond memory cycle.  

Wiring l i n e  D4 d i r e c t l y  i n t o  a r e g i s t e r  i n  the CDS i s  another technique. 

The r e g i s t e r  i s  d i r e c t l y  addressable by the machine. This technique does not 

e l iminate  a counter, but does bypass the  multiplexer s ince  the r e g i s t e r  is  
dedicated t o  one function. There i s  some upper rate a t  which b i t s  should move 

across the in te r face .  W e  s h a l l  assume a r b i t r a r i l y  t h a t  th is  i s  128 kHz. 

A counter -sh i f t  r e g i s t e r  combination design s i m p l i f i e s  the readout 

problem f o r  the CDS when counters are employed within the instruments. When 

a 13-bi t  counter i s  read out, the  contents of the counter are s h i f t e d  i n t o  a 

CDS r e g i s t e r  by 13 pulses supplied by the CDS. The t r ans fe r  time t o  the CDS 

i s  conservatively estimated a t  100 microseconds. 
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Another technique connects the D line to a CDS register for an inter- 4 
val of 100 microseconds every millisecond. The maximum effective sampling 
time is approximately 11 milliseconds/second. 
the same way. 
second. However, the availability of three parallel multiplexers allows the 
servicing of D and D D D to proceed simultaneously. 

- -  
The D D D line can be sampled 1 2 4  

The required sampling time will be approximately 11 millisecond/ 

- -  
4 1 2 4  

The sampling of engineering data or the execution of commands will, 
with high probability, not exceed 1 millisecond/second for the cosmic ray in- 
strument, The conversion time required for the CR telescope is determined 
principally by the sampling required 
mentation of the A / D  conversion. 

for the scientific data and the imple- 

In order to take a first cut at the timing requirements for the CR 

telescope, 

1) 

2) 

3) 

4) 

The 

we shall assume that: 

D 

reset by CDS command. 

A A 
and D 1 3 employ peak detector and hold circuits which are 

DlD2E3D4, DlD2D3D4, and DlD2D3s4 employ flip-flops which 
2 are tested at a rate of 10 

and 10 
times a second for EID2D3D4 - -  3 times a second for D1D2D3D4 and D1D2D3D4. 

- -  
D and D D D are sampled at 100 microseconds per milli- 
second. When samples are scheduled 2 multiplexers are 
employed simultaneously. 

4 1 2 4  

All other operations for the CR instrument require less than 
1 millisecond. 

total sampling and conversion time based on the above four assump- 
tions are estimated to be: 

A A 

3; 2 milliseconds for D1; 1 / 2  millisecond for D 
- -  

5.6 milliseconds for D1D2D3D4; 5.6 milliseconds for DlD2D3E4; 

0.5 milliseconds for ElD2D3E4; 
- -  

11 milliseconds for D 11 milliseconds for D1D2D4; 4; 
1 millisecond for all other possible services. 
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The use of th ree  multiplexers i n  p a r a l l e l  spec i f i e s  a maximum sampling 

and conversion time f o r  t he  CR telescope of approximately 20 mill iseconds per 

second based on assumptions 1) through 4 ) .  Only one of 9 angular sec tors  i s  
serviced per spacecraf t  revolu t ion  when a sample i s  scheduled. 

I V . 1 . 3  Plasma Probe 

Figure IV-7 shows the input/output l i n e s  f o r  the plasma probe. 

Plasma Probe 
_ _ ~ ~ _  

Data { kFl +. F8, 0-5v, 7 b i t s ,  sample  l/sec. 

Temp 1, 0-5v, 6 b i t s  

Temp 2, 0-5v, 6 b i t s  Engineering 
and Status 

Deflection P l a t e  Voltage, 6 b i t s  

Power Program Control, 5 b i t s  

r'On"/Off" Command, 1 b i t  

Command 

Figure IV-7. Plasma Probe Input/Output 

We assume t h a t  each data  l i n e  of Figure I V - 7  employs an 8 - b i t  A/PW con- 

ve r t e r .  

assume the  exis tence of CDS commands which allow time sharing. The conversion 

t i m e  f o r  each data  l ine i s  2 milliseconds.  The sampling requi res  18 m i l l i -  

seconds i f  accomplished sequent ia l ly;  6 mill iseconds i f  three multiplexers 

are employed simultaneously. 

neering, status, and command l i n e s  i s  less than 1 millisecond. 

There i s  a v a l i d  argument f o r  time shar ing the  A/PW converters.  W e  

The t o t a l  t i m e  required f o r  servicing the engi- 

I V .  1.4 Radio Propagation 

Figure IV-8 shows the input loutput  l i n e s  f o r  the radio propagation ex- 

per imen t . 
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Radio Propagation pk S1, 10 b i t s ,  sample (10 2 /second) 

Data 

S2, 0-5v, 6 b i t s ,  sample (1/5 seconds) 

0-5v, 7 b i t s ,  sample (1 / (3  + 100)seconds) s3' 

s59 

S4, 0-5v, 6 b i t s ,  sample (1/50 seeonds) 

0-5v, 6 b i t s ,  sample (36/second) 

0-5v, 6 b i t s ,  sample (1/5 seconds) '6 

" O n / " O f f "  Command, 1 b i t  

Figure IV-8. Radio Propagation Experiment Input/Output 

We assume S employs a f l i p - f lop .  The f l i p - f l o p  is  tes ted  100 times a 1 
1 second by the CDS. It requi res  5 mill iseconds per second t o  service the S 

J.ine and increment the relevant counter i n  the CDS when necessary. This as- 

sumes the multiplexer can be switched, the f l i p - f l o p  tes ted,  and the counter 

incremented i n  25 CDS memory cycles  per sample. 

Lines S -F S a r e  assumed t o  be equipped with 7 -b i t  A/PW converters.  2 6 
The S l ine  requi res  36 milliseconds of serv ic ing  t i m e .  The average sampling 

and conversion t i m e  required f o r  S 3, S 
5 

excluding S5 i s  1 mill isecond. 2 6 

I V .  1 . 5  Neutron Detector 

Figure IV-9 promulgates the input/output l i n e s  fo r  the neutron de tec tor .  

Neutron Detector 

Data 

Pos i t ive  ions, 5v, 500 nsec. pulses, scaled 

t o  10 pulse/sec. output,  (17 b i t s ) .  

Gamma, 5v, PW = 2 microseconds, lo4 pulses/  
sec., (14 b i t s )  . 
Neutrons, 5v, PW = 2 microseconds, lo4 
pulses/sec.  (14 b i t s )  . 

5 

-Neutron Pulse Height Analyzer, 4 b i t s ,  104/sec. 

1-- "On" / " O f f "  Command 

C- PHA Readout 
I 

Figure IV-9. Neutron Detector Input/Output IV- 9 



Assume t h a t  the pos i t i ve  ions,  gama rays,  and neutron events a r e  

counted i n  the CDS f o r  100 microseconds every mill isecond, and th ree  mult i -  

plexers are employed simultaneously. 

scheduled) is 100 mill iseconds /second. 

ing every 100 microseconds. 

every 10 mill iseconds.  

w i l l  be re ta ined  i n  the  instrument. 

t i m e s  a second, the  conversion t i m e  w i l l  be approximately 10 mill iseconds f o r  

t h i s  l i n e .  

The serv ic ing  t i m e  (when sampling i s  
The neutron PHA l ine requi res  se rv ic -  

A compromise would be t o  sample the  PHA l i n e  

It i s  assumed t h a t  t h e  4 -b i t  pulse height  analyzer 

If the 4-b i t  r e g i s t e r  i s  read out  100 

I f  the experimenter i s  not  s a t i s f i e d  w i t h  the suggested arrangement, 

t he  counters w i l l  remain i n  the  instrument. The pos i t i ve  ion, gamma, and 

neutron accumulated counts w i l l  be s h i f t e d  t o  CDS r e g i s t e r s  a t  a maximum rate 
of once/second. 

microseconds per  l i n e .  

t o  CDS r e g i s t e r s  i n  0 .1  mill iseconds each. 

proximately 2 mill iseconds i f  a l l  counters are equipped with s h i f t - r e g i s t e r  

c h a r a c t e r i s t i c s  and r e t a ined  i n  the  instrument. Otherwise, the  servicing re- 
quirement i s  g rea t e r  than 100 milliseconds/second when samples are scheduled. 

The counts can be moved i n t o  the CDS i n  approximately 100 

The 16 bucket counters of 10 b i t s  each, can be moved 

Total  conversion time w i l l  be ap -  

I V .  1 . 6  VLF Experiment 

Figure IV-10 promulgates the input/output l i n e s  f o r  the VLF experiment. 

VLF Experiment 

Data 

E ,  0-5v, 6 b i t s ,  sample (l/second) 

E , 0-5v, 6 b i t s ,  sample (l/second) 

E 9  0-5v, 6 b i t s ,  sample (l/second) 

E , 0-5v, 6 b i t s ,  sample (l/second) 

M1, 0-5v, 6 b i t s ,  sample (l/second) 

M2, 0-5v, 6 b i t s ,  sample (l/second) 

x1 

x2 

22 

F i l t e r  Pos i t ion  ( 3 )  
11 On" /11 O f f "  

Figure IV-10. VLF Experiment lnput/Output 
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It i s  assumed t h a t  each da ta  l i n e  i s  equipped with an A/PW converter 

having an accuracy of 6 b i t s .  The serv ic ing  t i m e  w i l l  no t  exceed 1 mi l l i s ec -  

ond/second f o r  each da ta  l ine.  

I V .  1 .7  Micrometeorite Detector 

Figure I V - 1 1  exh ib i t s  the input/output l i n e s  fo r  the micrometeorite 

ins  trumen t. 

Micrometeorite Detector 

Data 

Commands 

Matrix A, 4 b i t s ,  sample  a t  p r i o r i t y  
i n t e r r u p t  

Matrix By 4 b i t s ,  sample a t  p r i o r i t y  
i n t e r r u p t  

TOF Count, 7 b i t s  

A Event, 5v pulse, i n t e r rup t  

B Event, 5v pulse 

M Event, 5v pulse 

K.E., 0-5v, sample a t  p r i o r i t y  in- 
t e r rup t ,  4 b i t s  

Momentum, 0-5v, sample  a t  p r i o r i t y  
in t e r rup t ,  4 b i t s  

IrOn"/"Off" Command, 1 b i t  

C a  1 i b ra  te 

Reset peak detector  and hold c i r c u i t  
f o r  K.E. 

Reset peak de tec tor  and hold c i r c u i t  
f o r  Momentum 

Figure IV-11. Micrometeorite Detector lnput/Output 

The A Event l i n e  w i l l  be w i r e d  d i r e c t l y  t o  the CDS. An event w i l l  

cause the  CDS t o  branch (not  in te r rupt )  t o  a subroutine which services the 

micrometeorite experiment. It i s  assumed t h a t  the 4 b i t s  describing Matrix A 

and Matrix By respect ively,  w i l l  be s h i f t e d  out of the instrument s e r i a l l y  by 

the  CDS. The TOF ( T i m e  of F l igh t )  counter w i l l  be flushed out by pa ra l l e l ing  
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a CDS-generated pulse stream wi th  the  counter input  f o r  t h e  readout. 

conversion time f o r  the  TOF counter i s  1 mill isecond. The B Event and M Event 

l i n e s  each dr ive  a f l i p - f lop .  

63.5 microseconds t o  v a l i d a t e  the  in t e r rup t .  These f l i p - f lops  are reset as 

necessary by CDS command. The K.E. (Kinet ic  Energy) and Momentum l i n e s  are 
converted t o  4 -b i t  d i g i t a l  numbers by the  CDS and reset (grounded). 

se rv ic ing  t i m e  i s  estimated t o  be 2 mill iseconds per  event. The an t i c ipa t ed  

frequency of events i s  of t he  order of 100 a day. The 4 -b i t  conversion of 

the  K.E. and M l i n e s  w i l l  be implemented w i t h  a s tandard counter-type con- 

ve r t e r .  The serv ic ing  demands of the micrometeorite detector  are negl igible .  

The 

The f l ip - f lops  are t e s t e d  a t  i n t e r r u p t  plus 

The t o t a l  

I V .  1 .8  Science Line Characteris t ics  Summary 

Table IV-1 summarizes the designations and l i n e  charac te r i s  t i c s  fo r  

the science instruments. 

I V .  1 . 9  Spacecraft  Operations and Control Subsystems 

I V .  1 .9 .1  Orientat ion Subsystem 

Figure IV-12 shows the input/output l i n e s  for  the or ien ta t ion  sub- 

sys  tem. 

Orientat ion Subsystem 

Commands 

--C Orientat ion #1, 0-5v, 6 b i t s ,  s ample  ( l / s ec . )  max. 

+a- Orienta t ion  #2, 0-5v, 6 b i t s ,  sample ( l / s e c . )  max. 

-D-NZ Bot t le  Pressure, 0-5v, 5 b i t s ,  sample  ( l / s ec . )  

-b- N 
--+ Sun Sensor Temp, 0-5v, 5 b i t s ,  sample  ( l / s e c . )  max. 

---t Power On-Of f ,  b i l e v e l  

--t In te r lock  Ready On-Of f ,  b i l e v e l  

---t Pressure On-Off, b i l e v e l  

--c Boom Deployment On-Of f ,  b i l e v e l  

--)Wobble Damp Boom Deployed On-Off, b i l e v e l  

+- Orienta t ion  Commands, (5)  
I)-- Other Commands ( 5  lines) 

max e 

Bot t le  Temp, 0-5v, 5 b i t s ,  sample ( l / s ec . )  max. 2 

V-12. Orientation Subsystem InpudOutput 
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~ 

Experiment 

Magnetometer 

Cosmic Ray 
Telescope 

Plasma Probe 

Radio 
P r  opaga t ion  

Neutron 
Detect o r  

VLF Wave- 
Part i c  l e  

Mic r ome t eor i t e  
Detector 

TABLE I V - 1  

SCIENCE LINE DESIGNATIONS AND CHARACTERISTICS 

Science Line Designations and Characteristics 

Sensors A, By and C; O-Eiv, 8 b i t s ,  sample 4/sec. 

D1D2D3Dq' D1D2D3D4, 5v pulses, 9 b i t s ,  sample 10 3 /sec. 

A a,, D3; Peak Detector; 0-5v; 7 and 5 b i t s  respectively, 

D1D2D3'fj4, 5v pulses, 7 bi t s ,  sample 10 /sec. 

sample l/sec. 
2 - 

3 - -  
5v pulses, 13 b i t s ,  lo4 pulses/sec. , sample 10 /sec. D1D2D4J 

for 100 microseconds. 

D4, 5v pulses, 17 b i t s ,  10 pulses/sec. , sample 103/sec. 

for 100 microseconds. 

5 

F1 +F8Y 0-5v, 7 b i t s ,  sample l/sec. 

Sly 5v pulse, 10 b i t s ,  sample 10 /sec. 

S5, 0-5v, 6 b i t s ,  sample 36/sec. 

2 

s2Y s 3 Y  '4' '6, 0-5v, 6 bi ts ,  sample < l/sec. 

Ions, 5v pulses, 500 nsec. duration, scaled t o  l o 5  pulse/sec. 
output 

Gamma, 5v pulses, 2 x sec. duration, 10 pulses/sec. 

Neutrons, 5v pulses, 2 x loe6 sec. duration, 4 bi ts ,  lo4 
pulses /sec. 

Neutron Pulse-Height Analyzer, 16 channels, 4 b i t s ,  lo4 
pulses /sec. 

4 

, E , M1, Mz, 0-5v, 6 b i ts ,  sample l/sec. 
22 

A, By M Events, bilevel, service a t  interrupt 

Matrix A ,  By 4 b i t s ,  service a t  interrupt 

Time of Flight count, 7 bi t s ,  service a t  interrupt 

K.E., Momentum, 0-5v, 4 b i t s ,  service a t  interrupt 
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The engineering data (top 5 lines) in Figure IV-12 are sampled at a 

maximum rate of approximately once a second when the engineering format is 
employed at high telemetry bit rates. A counter converter is employed for 
A/D conversion. The sampling and conversion process for the engineering data 
is estimated to require approximately 1 millisecond per line. This implies a 
maximum sampling and conversion time of 5 milliseconds per second for a high 
bit rate engineering format and of the order of 1/4 millisecond per second on 
the average when a high bit rate science format is employed assuming 5 percent 
of the telemetry capacity is reserved for engineering. Sample and decision 
time per bilevel line is expected to be 50 microseconds for a 2-microsecond, 
central-computer memory cycle; the total conversion time required for the 
orientation subsystem is approximately 6 milliseconds when a high bit rate 
telemetry engineering format is, used and is negligible when a science format 
is employed. 

IV. 1.9.2 Power Subsys tern 

Figure IV-13 shows the input/output lines for the power subsys tern. 

Each analog data line of Figure IV-13 requires a maximum of 1 milli- 
second for sampling and conversion when a sample is scheduled. The bilevel 
command sampling and conversion time is estimated to be 50 microseconds per 
line, per service request. The command-line servicing times are negligible. 
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Power Subsystem 

Engineering Dat; 

B i leve 1 

Commands 

Elec Power #1, 0-5v, 6 b i t s ,  sample l /sec.  max. 

Elec Power #2, 0-5v, 6 b i t s ,  sample l / sec .  max. 

Elec Distr ibut ion,  0-5v, 6 b i t s ,  sample l /sec.  

Primary Bus Current, 0-5v, 5 b i t s ,  sample l /sec.  

Equip Converter, -16v Bus, 0-5v, 5 b i t s ,  sample 

Battery Current Monitor, 0-5v, 5 b i t s ,  sample 

Equip Converter #1, 16v Bus, 0-5v, 5 b i t s ,  
sample l / sec .  max. 

Equip Converter #2, 16v Bus, 0-5v, 5 b i t s ,  
sample l / sec .  max. 
Elec Equip Conv Temp, 0-5v, 4 b i t s ,  sample 

Solar Panel #1 Temp, 0-5v, 4 b i t s ,  sample l /sec.  

Solar Panel #2 Temp, 0-5v, 4 b i t s ,  sample l / sec .  

TWT Conv Temp, 0-5v, 4 b i t s ,  sample l / sec .  max. 

Battery Temp, 0-5v, 4 b i t s ,  sample l / sec .  max. 

Primary Bus Voltage, 0-5v, 4 b i t s ,  sample l / sec .  

Command Battery On-Off, b i l eve l ,  sample l / sec .  

Power Subsys tem Commands, ( 1) 
Other Power Subsys tem Commands , ( 10) 

. Figure IV-13. Power Subsystem Input/Output 
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I V .  1 .9 .3  RF Sybsystem 

-TWT #2 Ref Voltage, OSv, 6 b i t s ,  sample l/sec max. 

- C m  R c v r  #1 Temp, 04v, 6 b i t s ,  sample l/sec max. 
- C m  Rcvr #2 Temp, 04iv, 6 b i t s ,  sample l/sec max. 

-Comm Rcvr #1 Loop S t r e s s ,  Od!jv,  5 b i t s ,  sample l/sec max. 

-Comm Rcvr #2 Loop Stress, O S v ,  5 b i t s ,  sample l/sec max. 

-Corn TWT #1 Helix Current, OSv, 5 b i t s ,  sample l / sec  max. 

-Comm TWT #2 Helix Current, O A v ,  5 b i t s ,  sample l / s ec  max. 

-Comm TWT #1 Cathode Current, O=Ajv, 5 b i t s ,  sample l/see max. 

-Corn TWT #2 Cathode Current, O S v ,  5 b i t s ,  sample l/sec max. 

-Comm Rec #1 Sig  Strength,  OAv, 5 b i t s ,  sample  l / s e c  max. 

-Comm Rec #2 Sig Strength, O S v ,  5 b i t s ,  sample l / s ec  max. 

-Corn TWT #1 Temp O S v ,  5 b i t s ,  sample l/sec max. 

-Corn TWT #2 Temp, 0-Sv, 5 b i t s ,  sample l / s ec  max. 

-Corn Xmtr Drive Temp, O S v ,  4 b i t s ,  sample l / s e c  max. 

-RF Switch #1, On-Off, 0 q v ,  1 b i t ,  b i l eve l ,  s ample  l / s ec  max. 

-RF Switch #2, On-Off, O q v ,  1 b i t ,  b i l eve l ,  sample l / s ec  max. 

-RF Switch #3, On-Off, 0-Ajv, 1 b i t ,  b i l eve l ,  sample l/sec max. 

-RF Switch #4, On-Off, O S v ,  1 b i t ,  b i l eve l ,  sample l / s ec  max. 

-RF Switch #5, On-Off, OAv, 1 b i t ,  b i leve l ,  sample l / s ec  max. 

-Decoder Signal  #1 Signal  Present On-Off, O S v ,  1 b i t ,  b i leve l ,  

-Decoder Signal  #2 Signal  Present On-Off, OAv, 1 b i t ,  b i leve l ,  

-Corn Noncoherent Mode On-Off, O S v ,  1 b i t ,  b i l e v e l  sample 

-Command Rcvr #2 t o  Hi-Gain Antenna On-Off, O S v ,  1 b i t ,  

sample l/sec max. 

sample l / s e c  max. 

l / s ec  max. 

bi.leve1, sample l/sec max. 

-RF Subsystem Commands ( 10 l ines)  

Figure IV-14 shows the input/output l i n e s  f o r  the RF subsystem. 

RF Subsystem 

Y T W T  #1 R e f  Voltage, 04v, 6 b i t s ,  sample l / s ec  max. 

I 

Engineering 
Data 

Bilevel 

Commands 
I 

Figure IV-14. R F  Subsystem Input/Output 
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Sampling and conversion serv ic ing  t i m e  f o r  each analog da ta  l i n e  of 

Figure I V - 1 4  i s  estimated t o  be 1 mill isecond. 

required f o r  se rv ic ing  a l l  b i l e v e l  lines. 

Less than 1 millisecond i s  

The command lines requi re  roughly 

500 microseconds f o r  servicing.  Tota l  se rv ic ing  time i s  approximately 15 

mill iseconds per second f o r  engineering formats and less than l m i l l i s e c o n d  

per second f o r  science formats a t  high b i t  rates. 

I V . 1 . 9 . 4  Central  Data Engineering Subsystem 

Figure I V - 1 5  shows the input/output l i n e s  f o r  the CDS engineering 

subsys t e m .  

Central  Data Engineering Subsystem 

CDS In-Fl ight  C a l  #1, OAv, 5 b i t s ,  
by command 

CDS In-Fl ight  C a l  #2, 0Av, 5 b i t s ,  
by command 
CDS In-Flight C a l  #3, 0Av, 5 b i t s ,  
by command 

CiDS Temp #1, OAv, 5 b i t s ,  sampled 
l/sec max 

CDS Temp #2, OAv, 5 b i t s ,  sampled 
l / s ec  max 

Command ( 3  lines) 

Figure IV-15. CDS Engineering Subsystem Input/O&p"t 

Sampling and conversion t i m e  w i l l  be 1 millisecond per second per 

l i n e  maximum. Command-line serv ic ing  t i m e s  are negl ig ib le .  In te r face  ser- 

vicing time f o r  t h i s  subsystem w i l l  be less than 5 mill iseconds p e r  second 

f o r  the  engineering format and less than l m i l l i s e c o n d  per second f o r  a science 

format a t  high b i t  rates. 
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IV.1.9.5 S/C Support Subsystem 

Figure IV-16 shows the input/output l i n e s  f o r  the SIC support 1 

subs ys t e m .  

S /C Support Subsys t e m  

Engineer ing 

Boom Mounting Bracket Temp, 0-5v, 4 b i t s ,  sample 
l/sec. max. 

Hi-Gain Ant Mtg Brkt Temp, 0-5v, 4 b i t s ,  s ample  
l/sec. max. 
Louver Actuator Housing Temp, 0-5v, 4 b i t s ,  sample  
l / sec .  max. 

Mtg Platform Temp #1, 0-5v, 4 b i t s ,  sample l / sec .  

Mtg Platform Temp #2, 0-5v, 4 b i t s ,  sample  l/sec. 

Mtg Platform Temp #3, 0-5v, 4 b i t s ,  sample l/sec. 

max 

max . 

max . 
Magnetometer Boom Deployed On-Off, b i l eve l ,  sample 
l / s ec .  max. 

Ord Sys Armed On-Off, b i l eve l ,  sample  l / sec .  max. 

Command ( 2 )  
i Bilevel 

Command 

Figure 1'4-16. s/C Support Subsystem InpuVOutput 

Maximum serv ic ing  time w i l l  be 1 millisecond per second per l i n e  f o r  

data  and 50 microseconds p e r  second per l ine f o r  b i leve l .  Maximum servicing 

and conversion time w i l l  be less than 5 milliseconds per second f o r  engineer- 

ing and less than 1 mill isecond per second f o r  science formats. 

IV.  1,9.6 Other Subsys tems 

Figure IV-17 shows the input/output l i n e s  fo r  the command, telemetry, 

sun sensor,  and s torage subsystems, 
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Other Subsystems 

Word Ready, b i leve l ,  sample l /sec.  max. 

Data Word, 16 b i t s ,  sample l/sec. max. 

Bilevel Reset, 1 b i t  

TLM Clock Pulses 
Data Stream 

Command Link 
Subsys t e m  

Telemetry 
Subsys t e m  

Count, 7 b i t s ,  sample l/sec. max. Sun Sensor 
Subsys t e m  I 

Data Readout, by command 

Data Readout Command 

CDS Timing Control 

Data Write, by command 

Data Write Command 

Storage 
Subsys t e m  

Figure IV-17. Other Subsystem lnput/Output 

The command l i n k  subsystem is interrogated each spacecraf t  revolution. 

It requires  50 microseconds t o  determine whether a command word i s  avai lable .  

It takes approximately 125 microseconds t o  s h i f t  an up-command word i n t o  a CDS 

r e g i s t e r  when i t  i s  avai lable .  

The telemetry subsystem handles a maximum of 1024 data bits/second, 

The serv ic ing  t i m e  i s  expected t o  be less than 20 microseconds p e r  data b i t .  

Total  servicing t i m e  w i l l  be less than 20 milliseconds/second. 

Servicing the  sun sensor requires approximately 100 microseconds each 

Since the sun sensor w i l l  be serviced infrequently,  once p e r  s e rv i ce  request.  

100 revolut ions (e.  g., the  servicing t i m e  required i s  negl igible)  . 
The t o t a l  se rv ic ing  t i m e  f o r  the l i n e s  of Figure I V - 1 7  i s  estimated 

t o  be approximately 20 mill iseconds /second maximum. 

I V .  1.10 Tota l  Servicing T i m e  Requirements f o r  Experiments and Subsystems 

The t i m e  required f o r  se rv ic ing  the input/output l i n e s  of the Space- 

craf t  Operations and Control Subsystems previously described i s  less than 65 
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milliseconds per second. 
moving bits to the TLM modulator. 
converter employing a 128-kHz clock. 

This total includes 20 milliseconds per second for 
The estimates are based on using a counter 

The time required for servicing the input/output lines of the experi- 
ments depends upon the assumed interface configuration, the sampling format, 
and the telemetry rate. 
based on reasonable estimates of the interface configuration, and the maximum 
rate at which each instrument may be sampled. This leads toward overestimat- 
ing the time required for servicing the input/output for each experiment since 
the instruments are not sampled at the maximum rate when a telemetry channel 
capacity is limited. 
for the input/output lines for science formats is promulgated in Table I V - 2 .  

The estimates promulgated for each experiment are 

A first-order estimate of the servicing time required 

SCIENTIFIC INSTRUMENTS INPUT/OUTPUT (MAXIMUM TIME) 
SERVICING REQUIREMENTS 
( milliseconds /see ond) 

TOTALS 12 5 10 1 

* Assumes neutron detector employs own counters. 

Assumes telemetry rate of 1024 bits/second and 20 microseconds to move 
each bit to the TLM modulator. 

One-third of science data is unavailable assuming the multiplexer wiring 
provides for 50 percent redundancy. 

** 

*** 
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IV. 2 MULTIPLEXER CONFIGURATION 

Three multiplexers are suggested for servicing data lines simultaneoulsy 
and providing redundancy against failure. 
with one multiplexer failure, and two-thirds of the science lines with two 
multiplexer failures. There are 57 science lines. Approximately 51 engineer- 
ing and 21 status lines will be employed. 
lines is 125. Table IV-3 shows the interface l i n e  assignment. 

All science lines can be serviced 

The estimated number of command 

Description 

Magnetometer 
Cosmic Ray Telescope 
Plasma Probe 
Radio Propagation 
Neutron Detector 
VLF 

Mic r ome t eor i t e 
RF Subsystem 
Orientation Subsystem 
Power Subsystem 
CDS Engineering Subsys tem 
S /C Support Subsys tem 
Other Subsystems 

TOTALS 

TABLE IV-3  

INTERFACE LINES 

Science 

3 
7 

8 
6 

4 /19 
6 

8 

42 /57 

Cormnand 

10 
9 

14 
7 

21 
10 
12 
10 
10 
11 

3 
2 
6 

12 5 

Engineering 

2 
2 

14 
5 

14 
5 
6 
3 

51 

Status 

1 
1 

10 
5 
1 

2 
1 

21 

Triple redundancy could be provided for each science line. A practical 
compromise is to provide simultaneous sampling for 3 data lines for each in- 
strument and full service with an altered sampling sequence if one multiplexer 
fails. 
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I f  two multiplexers f a i l ,  one-third of the science data  i s  l o s t .  Table 

IV-4 shows the l i n e  assignments for  each multiplexer. 

Seventy-two engineering and s t a tus  l i nes  remain t o  be assigned t o  the 

multiplexers.  

struments w i l l  be provided with 50 percent redundancy. 

t h i s  category. Assume 6 of 20 s t a t u s  lines a r e  t o  be provided with 50 percent 

redundancy. The remaining 6 1  data l ines  a r e  assigned t o  the multiplexers with 

no redundancy. Each multiplexer has 64 data l i nes  assigned. 

W e  assume t h a t  a l l  engineering words associated with the in- 

There a r e  6 l i nes  i n  

Each multiplexer i s  a s o l i d  s t a t e  switch. Each multiplexer l i n e  has a 

machine address. An input subroutine is  t a i l o r e d  t o  tha t  address. 

Figure IV-18 shows the i n p u t / o u t p u t  i n t e r f ace  for  multiplexer #l. The 

se l ec t ion  of converters for  each data l i n e  i s  a r b i t r a r y  but reasonable. Lines 

1 - 19 of Figure IV-18 use A/PW converters of various resolut ions.  

sumed tha t  the accuracy i s  one b i t  l e s s  than the reso lu t ion ,  hence the assign- 

ment of 9 -b i t  converters t o  8 -b i t  data l i nes ,  e t c .  Data l i nes  1 - 19 each 

require  a command l i n e  for  t r igger ing  a f l i p - f l o p  which i n i t i t a t e s  A/PW con- 

version. Conversion times for  l i nes  1 - 19 range from one-quarter t o  4 m i l l i -  

seconds per l i ne .  The l i n e  switching t i m e  i s  20 microseconds; t h i s  i s  the 

time required t o  multiplex a given data l i n e  t o  a converter.  

second switching time includes switching t r ans i en t  s e t t l i n g  t i m e .  

It i s  as -  

%%e 20-micro- 

Lines 20, 21, and 23 of Figure I V - 1 8  generate b i l eve l  s igna ls .  The CDS 

samples these l i nes  a t  a r a t e  s u f f i c i e n t  t o  count events. Lines 20 and 2 1  
a r e  sampled every mill isecond during the time a pa r t i cu la r  angular sector  i s  

scheduled for  sampling. Line 23 is  sampled every 10 mill iseconds.  The idea 

is  t o  count the number of b i l e v e l  changes during an observation period. Line 

22 generates 5 
nector t o  minimize in te r fe rence  with other  l i nes .  The output shown i n  Figure 

V 5 pulses a t  maximum r a t e  of 10 /sec. Line 22 has a coaxial  con- 

I V - 1 8  i s  designated X. This  l i n e  dr ives  a counter via  a CDS 

The D4 l i n e  w i l l  be duty cycled; the  gate  w i l l  be opened for  

counts accumulated, and the gate  shut-off .  A suggested duty 

microseconds every mill isecond during an observation period. 

control led gate. 

a spec i f ied  time, 

cycle i s  100 
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Description 

Magnetometer 
I I  

11 

Cosmic Ray Telescope 

I t  

11 

11 

11 

I 1  

11 

Plasma Probe 

11 

11 

11 

11 

11 

l l  

I1  

Radio Propagation 

I I  

11 

I1  

11 

I I  

TABLE I V - 4  

MULTIPLEXER LINE ASSIGNMENTS 

Mu1 tiplexer #1 

Sensor A 
Sensor B 

Multiplexer #2 

Sensor B 
Sensor C 

$1 

Dl D2 D3 jj4 

D1 D2 fi.1 
- 

D1 D2 D3 D4 

D4 

F1 

Multiplexer #3 

Sensor A 

Sensor C 

A 

D3 
D1 D2 D4 

Dl D2 D3 fi4 
D1 D2 E3 D4 

F2 

F3 

F5 

F7 

51 
52 

54 

F6 

'6 
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TABLE IV-4 (cont) 

Multiplexer #1 

IONS 
Gamma 

PHA 1 
PHA 2 

PHA 4 

PHA 6 

PHA 8 

PHA 10 
PHA 11 

PHA 13 
PHA 14 
PHA 15 

E 
x1 

x2 
E 

E 
z1 

M1 

Multiplexer #2 

Gamma 
Neutron 
PHA 1 

PHA 3 
PHA 4 
PHA 5 

PHA 7 
PHA 8 

PHA (9) 

PHA 12 
PHA 13 
PHA 14 

PHA 16 
E 
x1 

x2 
E 

E 
22 

Multiplexer #3 

IONS 

Neutron 

m 2  
PHA 3 

m5 
PHA 6 
PHA 7 

PHA 9 

PHA LO 
PHA 11 
PHA 12 

PHA 15 
PHA 16 

E 
z1 

22 

M1 

M2 

E 

, 



Description Multiplexer #1 

Matrix A 

TOF 

B Event 

m 
Momentum 

38 

Micrometeorite Detector 
II 11 

I I  11 

11 I t  

11 I t  

11 I I  

11 11 

Multiplexer #2 

Matrix A 

Matrix B 

B Event 

M Event 

Momentum 

38 TOTAL NO. OF LINES 

TABLE I V - 4  (con t) 

Multiplexer #3 

Matrix B 

KE 

It has been assumed t h a t  t he  neutron de tec tor  employs i t s  own counters, 

and the counters are a l s o  sh i f t  r e g i s t e r s .  The s h i f t  takes place a t  128 kHz. 
Conversion t i m e  on each l i n e  of the neutron detector  w i l l  be 100 microseconds. 

Lines 39 -c 55 are serviced infrequent ly  when science formats are employed. 

It i s  assumed, t h a t  a 6 -b i t  counter converter i s  used t o  serv ice  these l ines .  

The counter clock operates a t  128 kHz. 
mately 1 mill isecond per da ta  l i n e .  

requi re  approximately 50 microseconds/line f o r  servicing.  

The conversion t i m e  w i l l  be approxi- 

The engineering b i l e v e l  lines (56-64) 

Figure IV-18 exhib i t s  the various types of inputs  which must be handled. 

There a re  problems involved with i s o l a t i o n  and r e l i a b i l i t y  which requi re  de- 

t a i l e d  consideration. 

in te r face .  Figure IV-18 i s  a t en ta t ive  approach; other  conversion poss ib i l i -  

t i e s  have been considered. 

The experimenters w i l l  u l t imate ly  spec i fy  an acceptable 

Associated with the  multiplexers are command switches which e s t a b l i s h  a 

path t o  a given instrument o r  subsystem, and through which flow pulses which 

t r igge r  f l i p - f l o p s  o r  "flush-out" r e g i s t e r s .  

The command switches are b i l a t e r a l .  (Commands may be t ransmit ted t o  

the  instruments and status can be determined over the command l ines . )  The 

number of command l i n e s  and the  assoc ia ted  instrument o r  subsystem are ex- 

h i b i t e d  i n  Table I V - 5 .  
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1 Mag Sensor A(8) A/PW(9) A/C Couple 
2 Mag Sensor B( 8) A/PW(9) A/C Couple 
3 PP Fl(7) A/PW(8) A/C Couple 
4 PP FZ(7) A/FW(8) A/C Couple 
5 PP F4(7) A/FW(8) A/C Couple 
6 PP F5(7) A/EW(8) A/C Couple 
7 PP F7(7) A/PW(8) A/C Couple 
8 PP F8(7) A/PW(8) A/C Couple 
9 CR Telescope D1( 7) A/PW( 8) A/C Couple 

10 CR Telescope D (5) A/PW( 6) A/C Couple 
11 RP s3(6) A/PW(% A/C Couple 
12 RP S5(6) A/PW(7) A/C Couple 
13 RP Sg(6) A/PW(7) A/C Couple 
14 Micro KE(4) A/PW( 5) A/C Couple 
15 Micro M(4) A/PW(5) A/C Couple 
16 VLF E x l  A/PW(6) A/C Couple 
17 VLF Ex2 A/PW(6) A/C Couple 
18 VLF EZ1 A/PW(6) A/C Couple 
19 VLF M i  A/PW(6) A/C Couple 
20 CR Telescope DlD2%3fj4(9) Bi level  Tw Pr 

. 

21 CR Telescope DiDzD&(9) Bilevel Tw P r  
22 CR Telescope Dq(17) 5v Pulse 105/sec Coax 
23 RP S l ( 1 0 )  Bilevel 102/sec Tw Pr 
24 ND IONS(17) D i g i t a l  Tw P r  
25 ND GAMMA(14) D i g i t a l  Tw P r  
26 ND PHA 1( 10) D i g i t a l  Tw Pr 
27 ND PHA 2(10) D i g i t a l  Tw Pr 
28 ND PHA 4(10) D i g i t a l  Tw P r  
29 ND PHA 6(10) D i g i t a l  Tw P r  
30 ND PHA 8(10) D i g i t a l  Tw P r  
31 ND PHA lO(10) D i g i t a l  Tw P r  
32 ND PHA l l ( 1 0 )  D i g i t a l  Tw Pr 
33 ND PHA 13(10) D i g i t a l  Tw P r  
34 ND PHA 14(10) D i g i t a l  Tw Pr 
35 ND PHA 15(10) D i g i t a l  Tw Pr 
36 Micro MATRIX A(4) Dig i ta l  Tw Pr 
37 Micro TOF(7) D i g i t a l  Tw P r  
38 Micro B EVENT(1) D i g i t a l  Tw P r  
39 CR Temperature(6) Analog Tw Pr 
40 CR Bias(6) Analog Tw P r  
41  CR Cal ibra te  Bi level  Analog Tw P r  
42 Engineering Data(6) Analog Tw P r  
43 Engineering Data( 6) Analog Tw Pr 
44 Engineering Data(6) Analog Tw P r  
45 Engineering Data(6) Analog Tw P r  
46 Engineering Data(6) Analog Tw Pr 
47 Engineering Data(6) Analog Tw Pr 
48 Engineering Data(6) Analog Tw P r  
49 Engineering Data(5) Analog Tw P r  
50 Engineering Data(5) Analog Tw P r  
51 Engineering Data(5) Analog Tw Pr 
52 Engineering Data(5) Analog Tw P r  
53 Engineering Data(5) Analog Tw P r  
54 Engineering Data(5) Analog Tw P r  
55 Engineering Data(5) Analog Tw P r  
56 Engineering Data(1) Bi leve l  Tw Pr 
57 Engineering Data(1) Bi level  Tw Pr 
58 Engineering Data(1) Bilevel Tw Pr 
59 Engineering Data(&) Bilevel  Tw P r  
60 Engineering Data(1) Bi level  Tw Pr 
61  Engineering Data(1) Bilevel Tw P r  
62 Engineering Data(1) Bi leve l  Tw P r  
63 Engineering Data(1) Bilevel Tw P r  
64 Engineering Data(1) Bi level  Tw P r  

SERVICE LINES 1 - 19 

128 KC Clock 

G a t e  "On" 
;e Conrmand (CDS) 

I 
Regis te r  C DS 

Gate "On"/"Off" 
Command (CDS) 

SERVICE LINES 24 - 38 

&I. Register  CDS 

Bilevel Gate "On" /"Off" 
Input Command (CDS) 

C DS 

Figure IV-18. Multiplexer 8 1 Input/Output Interface 
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TABLE IV-5 

COMMAND LINES AND PERTINENT INSTRUMENT/SYSTEM 

Description 

Magnetometer 

Cosmic Ray Telescope 

Plasma Probe 

Radio Propagation 

Neutron Detector 

VLF 

Micrometeorite Detector 

RF Subsystem 

Orientat ion Subsystem 

Power Subsys t e m  

CDS Engineering Subsys t e m  

Spacecraft Support Subsystem 

Other Subsystems 

Total  

No. of Com- 
mand Lines 

7 

4 

6 

1 

2 

4 

4 

10 

10 

11 

3 

2 

6 

70 

Type of Commands 

on/off (1) , or i en ta t ion  (1) , bias  
( 3) , s e n s i t i v i t y  (2) 

c a l i b r a t e  (l), D1 reset (l), D 

se t  (I), on-off (1) 

A A 
re- 3 

def l ec t ion  p l a t e  vol tage ( 5 ) ,  on- 
off  ( 1) 

on-of f ( 1) 

on-off ( 1) , readout (1) 

on-off (I), f i l t e r  center  f r e -  
quency (3 )  

on-off ( 1) , c a l i b r a t e  (1) , fiM re- 
set, 9 reset ke 

switch pos i t ion  

11 

11 

11 

11 

11 

In  addi t ion  t o  the  command lines l i s t e d  i n  Table I V - 5 ,  a t r igger  must be 

provided f o r  each A/PW converter l i s t e d  i n  Figure I V - 1 8 .  

l i n e s  are required f o r  se rv ic ing  these A/PW converters.  

command l ine f o r  s e t t i n g  or  r e s e t t i n g  the  f l i p - f lops  on lines 20, 21, and 23 
of Figure I V - 1 8 .  Lines 2 4  through 38 should have command l i n e s  f o r  s h i f t i n g  

Nineteen command 

There should be a 
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the counter contents through the  multiplexers.  

command l ines  a r e  required f o r  implementing conversions, s h i f t i n g  out r eg i s -  

t e r s ,  o r  s e t t i n g  and r e s e t t i n g  switches fo r  multiplexer #l. 

Thus a t o t a l  of 37 addi t iona l  - 

I V . 3  COMMAND SWITCH CONFIGURATION 

I--- 
EXPERIMENT SERVICING 

COMMANDS: A/PW I N I T I A T E  

TRIGGERS, PULSE TRAINS 

FOR S H I F T I N G  OUT REGISTERS 

COMMANDS FOR RESETTING 

F L I P - F L O P S  

INSTRUMENT OPERATING 

MODE COMMANDS, CALIBRATION, 

ORIENTATION, BIAS,  

S E N S I T I V I T Y ,  ETC 

1 SUBSYSTEM SWITCHING 

COMMAND 

SWITCH 

#1 

( 6  B I T S )  

( COMMANDS .ci____ 

- OPERATIONAL CODE 

- CDS 

STATUS ASSESSMENT - 

Figure IV-19. Command Switch # 1 

Figure  I V - 1 9  portrays the function of a command switch. Each command l i n e  

has an address. Once an address has been es tab l i shed  ( t h e  switch set) ,  the 

operat ional  code t r igge r s  a pulse t r a i n  t o  i n i t i a t e  A/D conversion and move 

data across the multiplexer i n t e r f ace .  The command switch i s  b i l a t e r a l  so 

tha t  the  s t a tus  of f l i p - f l o p s  can be assessed. The address f i e l d  of command 

switch #1 i s  spec i f ied  by 6 b i t s ;  b i t  r a t e s  across the in t e r f ace  w i l l  not 
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exceed 128 kHz. The 
r e g i s t e r s  i n  the experiments and subsystems are CDS r e g i s t e r s  which are physi- 

c a l l y  displaced from the c e n t r a l  computer. 

The c m a n d  switch i s  an i n t r i n s i c  pa r t  of the computer. 

Figure PV-20 shows the funct ional  arrangement of the in te r face .  

EX PER1 MENT S 

SPACECRAFT 
SUBSYSTEMS 

INPUT/OUTPUT 

T ERMlN ALS 

\5 I MULTIPLEXER SWITCHING 

CONVERTERS 

I COMMAND SWITCH #2  I 
I COMMAND SWITCH #3 I 

ICOMMANDS I 

STATUS 

/ \  1 COMMAND SWITCHING 

CDS 

Figure IV-20. Overall Interface 

Assume MAG Sensor A, l i n e  1 of Multiplexer #1 i s  scheduled t o  be sampled. 

The sampling instant is  spec i f ied  by a software program which cont inual ly  in-  

te r roga tes  a S/C clock which i s  synchronized t o  the  r o t a t i o n  period of the 

spacecraf t .  The S/C clock counts modulo 128 per spacecraf t  ro ta t ion .  At the 

sampling in s t an t ,  l i n e  1 of multiplexer #1 i s  connected t o  the converters and 

r e g i s t e r s  block of Figure IV-20, and the appropriate  command l i n e  is  connected, 

v i a  a command switch, t o  the set  l i n e  of t he  MAG Sensor A, A/PW converter. 

Immediately, a pulse t r i gge r s  the A/PW f l i p - f l o p  t o  set  and "opens" an i n t e r -  

face gate; 128 kHz clock pulses a r e  counted. A t  the in s t an t  the data  input 

and sweep voltage o f  the  A/PW converter are equal, a t r i gge r  i s  generated 

which turns off the  in t e r f ace  gate. 

resenta t ion  of the input analog voltage.  

next sample t o  be taken. 

The count accumulated i s  the d i g i t a l  r e p -  

The software program spec i f i e s  the 

I f  the  content of a counter i s  t o  be moved t o  the 
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CDS , 
l i n e  

tha t  

the multiplexer and command switching i s  executed f i r s t .  

conveys a sequence of pulses t o  the  appropriate  r eg i s t e r .  A t  the  time 

the pulse t r a i n  i s  being i n i t i a t e d ,  a gate  i s  turned on i n  the converters 

The eommand 

and r e g i s t e r s  block. The pulse t r a i n  f lushes the re levant  r e g i s t e r  contents 

from an experimental counter through the ga te  t o  an input register. 
i n s t a n t  the pulse t r a i n  ends, the  gate i s  turned o f f .  When the conversion 

has been completed, the relevant  register contents are moved i n t o  CDS storage.  

A t  the  

The multiplexer and command switches operate as  a team moving data toward 

the CDS. In  the  interest of i n t e r f ace  s impl ic i ty ,  i t  seems reasonable t o  pro- 

vide each command b i t  with a l ine .  For example, bias  (3 )  i s  assigned three 

l i nes ,  e l iminat ing the  need for  a switching matrix i n t e r n a l  t o  the instrument. 

IV.4 MICROSTRUCTURE OF SCHEDULING AND SAMPLING SUBROUTINE 

The sampling algorithm developed for  the system simulation program speci-  

f i e s  samples a t  spec i f i c  spacecraf t  revolut ions.  The sample times during a 

spacecraf t  revolut ion a re  spec i f ied  by the data-generation subroutine. A 

more de ta i led  sampling algorithm i s  required t o  specify the de t a i l ed  timing 

requirements for  a computer f l i g h t  model. 

Samples a r e  taken a t  spacecraf t  revolution increments defined by: 

AS 1 B i t s  /Line) ( Lines /TLM Frame) 
12 m 

where: (Bits/Line) spec i f i e s  the number of b i t s  i n  one l i n e  of a TLM format. 

(Lines/TLM Frame) spec i f i e s  the number of l i nes  per TLM frame. 

TLMR i s  the telemetry r a t e  i n  bits/second. 

For the TLM formats, (Bits/Line) = 128. A fac tor ,  6 ,  converts AS from 

u n i t s  of seconds t o  spacecraf t  revolutions;  6 i s  expressed i n  u n i t s  of S/C 
revolutions per second. To accommodate instrument "shutdown," (7) scales  

AS. N i s  the number of science b i t s  i n  a sampling frame; Z i s  the number of 

science b i t s  unavailable because spec i f i c  instruments a r e  "off' ' .  Thus, 
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B i t s  /Line) ( Lines /TLM Frame) 
A S = (  12 TLMR 

AS ( AS 2 1 by Defini t ion) ,  (6=1) TLm 
( BITS / 

SEC) C = 0 C = 302 C = 606 ' G = 909 C = 1815 C = 4818 
1 

VLBRF 8 26.67 22.30 17.80 13.30 No Sample 

6.65 N o  Sample 

3.33 No Sample 

1.66 N o  Sample 

Table I V - 6  shows some typica l  values of AS (assuming 6 = 1). 

(N = 1815) 

VHBRF 

TABLE IV-6 

16 13.335 11.15 8.90 
32 6.67 5.58 4.45 
64 3.33 2.79 2.23 

12 8 4.50 4.20 3.94 

TYPICAL VALUES OF AS (ASSUMING 6=1) 

( N  = 4818) 

FLBRF 

256 2.25 2. LO 1.97 
5 12 1.13 1.05 1.00 
1024 1.00 1.00 1.00 

8 24.00 
(N = 1815) 

FHBRF 

( N  = 4818) 

16 12.00 
32 16.00 
64 3.00 

12 8 4.00 
256 2.00 
5 12 1.00 
1024 1.00 

(N = 1815) 

FHBRF 

( N  = 4818) 

16 12.00 
32 16.00 
64 3.00 

12 8 4.00 
256 2.00 
5 12 1.00 
1024 1.00 

No Sample 

N o  Sample 

No Sample 

Generally, CIS is noninteger. In  the simulation model sampling occurrs 

a t  spec i f i c  integer  values of spacecraf t  ro t a t ions .  

format recycles every 12 AS spacecraf t  revolut ions.  

the spin r a t e  of the spacecraf t  provides the basic  timing fo r  the sampling 

subroutine. 

The science sampling 

A clock synchronized t o  
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We are concerned with the microstructure of the sampling during a space- 
craft revolution. The correspondence between the sun-pulse clock sunline and 
instrument sampling times is given in Table IV-7 .  

Magneto - Neutron 
meter Radio Prop Detector 
Sun 1 ine Sun1 ine Sunline 

0 107 85 

TABLE I V - 7  

Plasma 
VLF CR Probe 

Sunline Sunline Sunline 

64 43 72 

SUNLINE CORRESPONDING TO SUN-PULSE CLOCK 

Sun- Pu 1 s e 
Clock (SPCL) 
Modulo 128 I I I I I 

At those S/C revolutions at which samples are scheduled, the samples 
promulgated in Figure I V - 2 1  are taken. 
is employed and AS = 1, magnetometer data is sampled at SPCL = 0, 32, 64, 96, 

modulo 128 each S/C revolution. The radio propagation data is sampled at 
SPCL = 107 when it is scheduled. The neutron detector is sampled at SPCL = 85. 

The VLF, CR, and PP experiments are sampled at different angles relative to 
the sunline, each spacecraft revolution; the sampling pattern is repetitive. 
For example, the VLF is sampled when scheduled at SPCL = 64, 96, 128, 32, etc.; 
only one sample set of the VLF output is taken during a particular spacecraft 
revolution. The cosmic ray experiment has nine sectors. It is sampled at 

If the high bit-rate sampling format 

SPCL = 43 + ng nearest integer where % = 0, ... 8 on successive samples. I 
The sunline is assumed to be specified at the edge of the zone to be sampled. 
The sectors are not necessarily equal as specified for the CR telescope. 
Samples for the plasma probe are taken at SPCL = 72, 74, 76, 78, 80, 96, 112, 

0, 16, 32, 48, 64, 66, 68, 70, modulo 128. The sectors running from SPCL = 64 

- 80 are (5 + e) degrees; a11 other sectors are 45 degrees in angular width. 

The time resolution for the SPCL is (&) seconds or approximately 8 

milliseconds. It is convenient to move samples scheduled at a particular value 
of SPCL into the CDS before the SPCL count changes. This is not possible for 

I V - 3 2  



1 
3 

the cosmic ray telescope which must accumulate counts over an angular sector. 
Sampling must be controlled by a software program which determines if samples 
are to be accumulated during the current spacecraft revolution. If samples 
are scheduled, the program interrogates the SPCL and commands the necessary 
sampling procedure. 
uled, the magnetometer is sampled at SPCL = 0, 32, 64, 96.  Each magnetometer 
sample is converted and moved into the CDS in 4 milliseconds. When SPCL = 107, 
lines S2, 
and moved into the CDS in approximately 2 milliseconds. 
at SPCL = 0, 1, ... 127 when a sample is scheduled. Approximate time to sample, 
convert, and move data into the CDS from the RP (S1) line is 50 microseconds. 
RP ( S5)  is sampled at SPCL = 0, 4, 8 , .  . .124. 
millisecond per sample. The 19 counters of the neutron detector are sampled 
at SPCL = 85.  
the CDS in approximately 1 milliseconds. It requires 100 microseconds to 
shift each of the 19 registers into the CDS. The VLF is scheduled for samp- 
ling at SPCL = 64, 96, 128, 32, etc. The servicing time required is 2 milli- 
seconds. The plasma probe is sampled at SPCL = 72, 74, 76, 78, 80, 96,  112, 
0 ,  16,  32, 48 ,  64, 66, 68, and 70. It requires 1 millisecond to sample each 
data line; it will take 3 milliseconds to sample, convert, and move data from 
the 8 data lines into the CDS, assuming that three multiplexers are used. At 
each scheduled sampling time, D and D must of the cosmic ray telescope be 
A/D converted and reset. Estimated time is 1 millisecond, assuming use of 
two multiplexers. It is assumed that the three lines of the cosmic ray tele- 
scope designated D1D2D3D4, D1D2D3E4, and 5 D D 5 are terminated in flip-flops 

in the instrument. Each flip-flop is tested by the program at a rate of 1000/ 
second for the former two lines and 100/second for the latter line. Each test 
operation on a flip-flop takes approximately 50 microseconds. 
tests scheduled depends upon the angular width of each individual sector. 
Only one sector is scheduled for sampling per spacecraft revolution for the 
cosmic ray telescope for AS = 1. 
registers for an interval of 100 microseconds approximately every millisecond 
when a sector is scheduled for sampling, 
mately one-ninth second assuming 9 equal angular sectors. 

At those spacecraft revolutions when samples are sched- 

S4, and S of the radio propagation experiment are A/D converted s3 , 6 
RP (S1) is sampled 

The A/D conversion time is 1 

The register contents are moved from the neutron detector into 

A A 

1 3 

- -  
1 2 3 4  

The number of 

- -  
Lines D D D and D4 are connected to CDS 1 2 4  

The sector dwell time is approxi- 
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Priority for the postulated sampling algorithm, must be specified since 
two instruments may be scheduled for sampling at the same value of SPCL. 

priority list is promulgated in Table I V - 8 .  

The 

TABLE I V - 8  

SAMPLING PRIORITY 

RP (SI) 

RP (s5) 

Magnetometer 

RP ('2.9 '03, '4, '6) 

Neutron Detector 

VLF 

Cosmic Ray 

Plasma Probe 

The problem of scheduling nonoverlapping sampling can be determined from 
Table IV-9. 

Some quick fixes can be made. For example, the VLF and magnetometer 
samples can be separated by simple rescheduling. 
can be modified to avoid conflicts with the magnetometer or VLF sample sched- 
ules; the RP (Sl) line poses no problem. The sampling schedule including the 
plasma-probe line of Table IV-9 can be rearranged t o  minimize overlap. The 

cosmic-ray instrument must be sampled over an angular sector. For low bit- 
rate formats, the problem can be avoided by changing the sampling format of 
Figure IV-21. A t  high bit rates, the problem cannot be avoided. 

The schedule for RP ( S 5 )  

The real-time program provides the scheduling function. It specifies 
what is to be done next and when, and also, assigns task priorities. The 
available telemetry rates range from 8 - 2048 bits/second. In one method of 
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c Instrument 

Magnetometer 

RP (s5)  

ND 

VLF 

Plasma Probe 

A A  

CR (D1, D3) 

cR(D1D2 D 3 D 4 , D  1 D 2 D E )  3 4 
- -  

CR ( D l ~ 2 ~ 3 E 4  ) 

CR (~15254  9 ~ 4 )  

IV-36 

TABLE IV-9 

SAMPLING SCHEDULE 

Sampling Schedule 
(SPCL Units) 

0,32,64,96 

0,1,2,3,4, . . .127 
0,4,8,. . .124 

85 

64,96,0,32 

72,74,76,78,80,96 
112,O , 16,32,48,64, 
66,68,70 

43,57,71,86,100, 
114,0,15,29 

43,57,71,86,100, 
114,0,15,29 

43,57,71,86; 100, 
114,0,15,29 

43,57,71,86,100, 
114,0,15,29 

Time Required 

A/D conversion time - 4  milli- 
seconds /sample. 

Bilevel test time -c 50 micro- 
seconds /sample. 

A/D conversion time -. 1 milli- 
second/sample. 

Shift register contents to 
CDS - 1 millisecond. 
A/D conversion -. 2 milliseconds/ 
sample. 

A/D conversion -c 6 milliseconds/ 
sample. 

A/D conversion -L. 1 millisecond/ 
sample. 

50 microseconds/test and 1 test/ 
mil 1 is ec ond . 
50 microseconds/test and 1 test/ 
10 milliseconds. 

100 microseconds /sample, 1 
sample /mill is econd. 



1 
I 

* "  J 

providing bits for the telemetry modulator at the highest bit rate, the pro- 
seconds which is ap- gram scheduling subroutine must be entered every 

proximately every (1/2) millisecond. Each time the program-scheduling sub- 
routine is entered, the following kinds of questions must be asked: 

($1 
1) Is it time to provide a bit for the telemetry modulator? 

2) Are instrument samples scheduled this S/C revolution? 

3) What is SPCL and what sample subroutine is scheduled? 

4) What task should be done if samples are not scheduled? 

5) 

Question 2) needs to be affirmed at the time SPCL = 0 (approximately once 

Do we have time for executing a portion of a processing subroutine? 

a second). 
tine is entered. 

If an input sample is scheduled, a data sampling schedule subrou- 

Assume the system is operating at 512 bits/second and science samples 
are scheduled. The high bit-rate sampling format of Figure 111-21 is to be 
executed. 
sampling format of Figure IV-21 .  

modulator. At SPCL = 0, the first operation is to sample the contents of 
R P  (S1) for bilevel. 
onds and it takes 20 microseconds to establish the connection and 20 micro- 
seconds to test and move the results into storage as necessary. The flip-flop 
is not reset. It is compared to its previous condition, and a counter is in- 
cremented only when the flip-flop changes state. The program reenters (under 
memory cycle clock control) the data sampling subroutine approximately 50 

microseconds from the previous service request. 
which requires 1 millisecond. The time available before the next entry into 
the scheduling routine is determined. If greater than 100 microseconds is 
available, R P  ( S 5 )  is connected through the multiplexer to a CDS register. 
The program triggers the A/PW converter via the command switch. 
continually tests for moving a bit to the TLM modulator, and executes the bit 
transfer as necessary. 
of R P  ( S 5 ) )  into the machine at the end of 1 millisecond. 

Assume the samples are defined by Entry 1 of the high bit-rate 
Assume a bit has j u s t  been provided the TLM 

It is assumed the CDS memory-cycle time is 2 microsec- 

P 5 )  The next sample is R P  

The program 

The program reads the appropriate register (contents 
The elapsed time is 
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roughly 1070 microseconds. The program rebranches to the data sampling sched- 
ule subroutine where a request for magnetometer data is scheduled. If greater 
than 100 microseconds is available, the three data lines of the multiplexer 
are connected to three multiplexers, respectively. The A/PW converters are 
triggered and conversion starts. The conversion time is 4 milliseconds per 
line. The program continually interrogates to determine when a bit is to be 
moved to the TLM modulator. At the end of 4 milliseconds, the respective 
registers are moved into CDS memory. 
at SPCL = 0 is the VLF. It is sampled as necessary and moved into the CDS in 
2 milliseconds. The total elapsed time is 7100 microseconds. The SPCL changes 
count every 7800 microseconds so that the schedule is rather crowded for 
SPCL = 0 at high-bit rates. 
ling and moving data into memory and satisfying the TLM requirements. 
has been no time for doing anything else. It is assumed that the time lag is 
not serious, or put in another way, that angular resolution of one part in 
128  is adequate for the experimenters. 
not only must the master scheduling subroutine be entered frequently but that 
operations should not be performed unless there is adequate time. The ques- 
tions are: "What is the next task? Is there time to perform it and still 
service the TLM modulator?" 
time program is written. 

The remaining possibility for sampling 

The program has been completed devoted to samp- 
There 

The preceding example suggests that 

These questions must be answered when the real- 

One of the busiest traffic situations occurs at SPCL = 72. The RP (S1), 
RP ( S5) ,  and the plasma probe samples are scheduled, and cosmic ray data is 
to be accumulated over a sector starting at SPCL = 71 and ending at SPCL = 86. 

At SPCL = 72, RP ( S1) and RP ( S 5 )  are sampled. 
microseconds. 

This requires roughly 1050 
Lines D1D2D3E4 and D D D D of the cosmic ray telescope are 

- -  
1 2 3 4  

. scheduled for sampling every millisecond. Line 5 D D 5 is sampled every 10 
milliseconds. The three lines are sampled simultaneously on three different 
multiplexers. Assume 50 microseconds is necessary to complete the switching, 
testing, and incrementing of associated flip-flops. After this operation, 
the TLM link is serviced if necessary. 
microseconds), we now have 1120 microseconds of elapsed time since SPCL = 72 

initially. The plasma-probe data lines are scheduled for sampling. There 
are eight data lines. 

1 2 3 4  

(Assume this requires another 20 

Each conversion requires 2 milliseconds. Three lines 

IV-38 



d 

may be converted simultaneously. Each l i n e  of the plasma probe is  equipped 

with i t s  own e i g h t - b i t  A/PW converter.  

going on, no o ther  data l i n e  can be serviced.  During t h e  2 milliseconds,  the  

program can perform other  functions; i t  checks the master scheduling subrou- 

During the  time t h i s  conversion i s  

t i n e  every ($-) seconds t o  determine what the next t a sk  w i l l  be. A t  t he  end 

of 2 milliseconds or  a t  a t o t a l  elapsed times of 3120 microseconds, cosmic 

r ay  l i n e s  DlD2D3E4 and DlD2D3D4 are serviced f o r  50 microseconds. 

l i n e s  ( D1D2D4 and D ) are serviced f o r  100 microseconds. 

i s  now 3290 microseconds. 

f o r  2 milliseconds.  Total  elapsed t i m e  i s  5310 microseconds. Cosmic ray  

l i n e s  DlDzD3z4, D1D2D3z4, and cosmic r ay  l i n e s  D 

sequence. Total  elasped t i m e  i s  5480 microseconds. Plasma probe l i n e s  

- -  
Cosmic ray  

- -  
Total  elapsed t i m e  4 

Plasma-probe l i n e s  ( F4, F5, and F6) are serviced 

- -  
and D D D are serviced i n  4 1 2 4  

( F7 and F8)  are serviced f o r  2 milliseconds.  

microseconds. This leaves roughly 300 microseconds during which add i t iona l  

tasks  can be handled. The cosmic r ay  continues t o  be sampled approximately 

every mill isecond u n t i l  the  SPCL = 86. 
i s  not scheduled f o r  a t  least another spacecraf t  revolution. W e  have demon- 

s t r a t e d  f o r  reasonable conversion and serv ic ing  t i m e s ,  the  input t ing  funct ion 

can be implemented. It may not be possible  t o  sample each cosmic-ray l i n e  

every millisecond, but a sampling schedule can be w r i t t e n  t o  guarantee t h a t  

a spec i f i c  number of samples can be executed f o r  each sec tor .  

Total  elapsed time i s  7500 

Another sec tor  of cosmic r ay  sampling 

W e  have considered two values of SPCL and a telemetry rate such t h a t  

v i r t u a l l y  a l l  the ava i l ab le  t i m e  is  u t i l i z e d  serv ic ing  the  input  and output 

of the  system. 

output servicing t i m e  i s  106 milliseconds/second on the  average. 

t h a t  f o r  approximately 90 percent of the  t i m e ,  the  machine i s  ava i lab le  f o r  

doing other tasks.  I f  one mult iplexer  fa i ls ,  we estimate t h a t  15 percent of 

the ava i l ab le  t i m e  i s  required f o r  input/output se rv ic ing  time, leaving 85 
percent ava i l ab le  f o r  doing other  tasks.  If two multiplexers f a i l ,  we  es t i -  

mate t h a t  20 percent of t h e  machine t i m e  i s  used serv ic ing  input/output l i nes .  

Table IV-10 summarizes the input joutput  se rv ic ing  requirements fo r  high b i t  

rates f o r  the  assumed i n t e r f a c e .  

From an examination of Table IV-10 and Figure IV-21, the i n p u t /  

This means 
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A t  the low telemetry r a t e s ,  the s i t u a t i o n  improves s ince the frequency 

a t  which the  input i s  sampled i s  inversely proportional t o  the telemetry rate. 

Consequently, the  time the CDS i s  ava i lab le  f o r  processing i s  inversely pro- 

por t iona l  t o  the  te lemet ry  r a t e ,  A t  e igh t  b i t s  a second, the input/output 

se rv ice  t i m e  requirements are never more than 5 percent of the ava i lab le  time 

on the  average. 

3 Multiplexers 

105 

I 

The forgoing conclusions a r e  based on a machine having a two-microsecond 

memory cycle and a spec i f i c  i n t e r f ace  configuration. 

cycle o r  i n t e r f ace  configuration changes, the numbers must be modified. 

I f  e i t h e r  the memory 

The software program re-enters  the schedule and sampling subroutine ap- 

proximately 2000 t i m e s  a second. 

the  next task, 100 milliseconds/second is  t i e d  up with t h i s  function. Some 

of t h i s  t i m e  should be charged against  the inputloutput in te r face .  The rough 

estimates a r r ived  a t  a f t e r  a de ta i led  consideration of the problem can be re- 
f ined by a real time flow char t  of the scheduling and sampling subroutine. 

This must be done taking i n t o  account various in t e r f ace  configurations,  mem- 

ory cycle t i m e s ,  and various degrees of sp in  r a t e  and telemetry r a t e  asyn- 

chronism. 

I f  i t  requires  50 microseconds t o  decide 

SERVICING TIME REQUIREMENTS FOR INEVT/OUTl?lJT 
AT TLMR 2 512 I N  PERCENT OF TOTAL TIME 

1 Multiplexer 

20% 

(some data loss) 

2 Multiplexers 

1.5% 

IV.5 INPUT/OUTPUT INTERFACE POSSIBILITIES 

A/PW conversions require  a large percentage of the i n p u t / o u t p u t  servic-  

ing t i m e .  

t ion ,  8-bi t  accuracy). 

A 128-kHz clock takes 4 milliseconds t o  count t o  512 (9 -b i t  resolu- 

If the clock frequency is  increased by a f ac to r  of 4 
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and the sweep generator of the A/PW converter modified t o  sweep the  range 

0-5v i n  l m i l l i s e c o n d ,  the t o t a l  conversion time i s  1 millisecond. 

accuracy i s  a function of the l i n e a r i t y  of the sweep generator and the shape 

of the pulse which t r igge r s  a cont ro l  gate  t o  "of f"  i n  the CDS. The t r igge r  

i s  a /c  coupled t o  the CDS v i a  a multiplexer.  

8 -b i t  accuracy i s  possible.  I f  the pulse i s  not reasonably w e l l  shaped, 8 -b i t  

accuracy may not be possible.  

signed multiplexers,  a f ac to r  of four or  more decrease i n  A/PW servicing t i m e  

over t h a t  promulgated i n  Table I V - 1  appears t o  be f eas ib l e  f o r  the analog 
science data l i n e s .  

Conversion 

I f  the pulse i s  wel l  defined, 

With high q u a l i t y  transformers and w e l l  de- 

Three A/PW converters can serv ice  the  8 data l i n e s  of the plasma probe. 

Commands t o  ass ign A/PW converters t o  pa r t i cu la r  data  l i n e s  of the plasma 

probe can be generated by the on-board program. 

assigned as  a spare.  Similar provisions could be made f o r  the VLF experiment. 

One A/PW converter could be 

A/E% converters have been suggested f o r  26 science-data l i nes .  An equal 

number of science-data l i n e s  requi re  counters.  The neutron-detector data 

l i n e s  place a heavy demand on in t e r f ace  serv ic ing  t i m e .  

events a r e  character ized by two-microsecond pulses and r a t e s  of LO4 events/  

second. To se rv ice  these l i n e s  d i r e c t l y  during the heaviest  t r a f f i c  s i t u a -  

t i ons ,  each l i n e  must be sampled every 100 microseconds. The l i n e s  i n  t h i s  

case would be terminated i n  f l i p - f lops ;  the estimated servicing time i s  50 

microseconds pe r  sample. This i m p l i e s  the  CDS spends 50 percent of ava i lab le  

t i m e  servicing these two l i n e s  (assuming they a r e  serviced simultaneously). 

I f  the cognizant experimenter i s  wi l l i ng  t o  sample h i s  experiment every m i l l i -  

second for  100 microseconds, the serv ice  demand i s  more reasonable (10 percent 

of ava i lab le  time). The experimenter may e l e c t  t o  s ca l e  h i s  counter i n  the 

instrument and consequently reduce the r a t e  a t  which the gamma and neutron 

l i n e s  have t o  be sampled. The experimenter may have other  ideas.  One point 

i s  c lear - - the  experimenter w i l l  want da t a  i f  one of h i s  counters f a i l s .  To 

provide f o r  such a contingency, the CDS should be capable of providing a 

counting serv ice  t o  the experimenter. The counting f o r  100 microseconds every 

mill isecond when a sample i s  scheduled seems l i k e  a reasonable service.  The 

ion l i n e  of the  neutron detector  could be serviced i n  the same way. The 16- 
channel, pulse-height analyzer presents a more d i f f i c u l t  problem. To perform 

The gamma and neutron 
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t h i s  function i n  the CDS requi res  performing a 4 -b i t  A / D  conversion a t  a maxi- 
mum r a t e  of 10 times a second. It would take a t  l e a s t  50 microseconds t o  

make the conversion. 

ing bus ies t  t r a f f i c  conditions.  

busy t r a f f i c  conditions.  

l e s s ,  t h i s  l i n e  can be serviced. The scheduling and sampling subroutine must 

employ telemetry r a t e  as  a parameter. The 8 4 64 bit /second telemetry format 

of Figure IV-21 requires  modification t o  allow a grea te r  f l e x i b i l i t y  i n  the 

se l ec t ion  of the S / C  ro t a t ions  a t  which the various data l i nes  a re  serviced. 

Table IV-5 shows the AS ranges from 2 6 - 6 7  t o  3.33 fo r  a l l  instruments "on" 

for  the VLBFU?. This means t h a t  these a r e  spacecraf t  ro t a t ions  a t  which no 

samples a re  scheduled. 

these spacecraf t  revolutions for  servicing data l i nes  which requi re  a large 

percentage of ava i lab le  time for  input operations.  

4 

This implies a se rv ic ing  t i m e  of 1/2 second/second dur- 

Clearly, t h i s  l i n e  cannot be serviced during 

However, when the  b i t  r a t e s  a r e  64 bits/second or  

A more f l e x i b l e  sampling format can employ time during 

Attent ion has been d i rec ted  toward es tab l i sh ing  the in t e r f ace  configura- 

t i o n  for  the busy t r a f f i c  (high telemetry b i t  ra te )  s i t ua t ion .  The in t e r f ace  

configuration can change for  the l o w  b i t  r a t e  science format so the CDS per- 

forms more of the functions cur ren t ly  performed within the  instrument black 

boxes. This i s  the type of back-up an instrument designer wants. I f  h i s  

counter f a i l s , t h e  CDS can perform the counting funct ion completely a t  l o w  b i t  

r a t e s  and p a r t i a l l y  a t  high b i t  rates., The CDS should have access t o  the in-  

put and output of a l l  instrument counters. For analog science l ines ,  the an- 

alog voltage and the A/PW output can be made ava i lab le  t o  the CDS. The r e l e -  

vant data l i n e  should be se l ec t ab le  by command. This allows a f l u i d  i n t e r -  

face and provides insurance aga ins t  equipment f a i lu re .  

perimenter the option of employing CDS furnished counters or  h i s  own. The 

present sampling mode of the simulation program can be a l t e r e d  t o  provide 

more f l e x i b i l i t y  i n  the sampling format a t  low b i t  r a t e s .  This i s  only a 

p a r t i a l  solut ion.  

must be employed by the f l i g h t  model. 

It provides each ex- 

The next approach is  t o  map out the real- t ime logic which 

The input/output time budget i s  heavi ly  weighted by the assumption tha t  

the CDS holds and waits which an A/FW conversion takes place. 

viously a waste of time s ince the  CDS can execute other  ins t ruc t ions  during 

This i s  ob- 
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the time required for the A/PW conversion to take place. 
mated for input/output operations is extremely conservative. However, the 
amount by which it is too high cannot be resolved further until the task 
scheduling executive routine has been completely defined. 

Thus the time esti- 

The marriage between the software and hardware (necessary for future 
Pioneer central data system design) recommends that the logical design effort 
and a software phase be done concurrently. 
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